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Abstract. We show that there are only finitely many nonconstant reflective automorphic forms \( \Psi \) on even lattices of squarefree level splitting two hyperbolic planes and give a complete classification in the case where the zeros of \( \Psi \) are simple and \( \Psi \) has singular weight.

1. Introduction

Let \( L \) be an even lattice of signature \((n, 2)\) with dual lattice \( L' \). The Hermitian symmetric domain \( \mathcal{H}_L \) associated to \( L \) is one of the two connected components of \[
\{ [Z] \in \mathbb{P}(L \otimes \mathbb{C}) : (Z, Z) = 0, (Z, \overline{Z}) < 0 \}.
\]
Let \( O(L)^+ \) be the subgroup of \( O(L) \) that preserves \( \mathcal{H}_L \). Automorphic forms are homogeneous functions on the affine cone over \( \mathcal{H}_L \) that are invariant under a finite index subgroup of the group \( O(L)^+ \) of isometries fixing \( \mathcal{H}_L \). One way to obtain such functions is to apply Borcherds’s singular theta correspondence (see [Bor98]) to a suitable vector-valued modular form \( F \). The resulting function \( \Psi \) is an automorphic form for a group containing the kernel \( \Gamma(L) \) of \( O(L)^+ \rightarrow \text{Aut}(L'/L) \) and has product expansions at the cusps, which is why \( \Psi \) is also called an automorphic product. The divisor of \( \Psi \) is a linear combination of rational quadratic divisors with multiplicities determined by the principal part of \( F \). Conversely, Bruinier has shown in [Bru14] that if \( L \) splits two hyperbolic planes, then every automorphic form \( \Psi \) for \( \Gamma(L) \) whose divisor is a linear combination of rational quadratic divisors is an automorphic product.

An automorphic form \( \Psi \) is called reflective if its zeros are orthogonal to roots of \( L \), and strongly reflective if all of these zeros are simple. Such functions play an important part in finding interesting generalized Kac–Moody algebras, as their denominator identities should be reflective automorphic forms (see, e.g., [GN02]), and in algebraic geometry, as the existence of a reflective modular form of large weight (when compared to the vanishing orders of its zeros) implies that the corresponding modular variety is uniruled (see [GH14]). For \( n \geq 4 \) Ma has proven that up to scaling only finitely many lattices carry a reflective automorphic form with bounded slope (see [Ma18]), and that there are only finitely many lattices carrying a 2-reflective automorphic form (i.e., a reflective automorphic form whose zeros correspond to roots of norm 2) (see [Ma17]), and Scheithauer obtained partial classification results for strongly reflective automorphic products of singular weight on lattices of squarefree level (see [Sch06], [Sch17]).
In the present paper we restrict to the case where the even lattice \( L \) has squarefree level \( N \) and additionally assume that \( L \) splits \( II_{1,1} \oplus II_{1,1}(N) \). For such lattices we prove the following result.

**Theorem 1.1.** There are only finitely many even lattices \( L \) of signature \((n, 2), n \geq 4\) and squarefree level \( N \) that split \( II_{1,1} \oplus II_{1,1}(N) \) and carry a nonconstant reflective automorphic form for the discriminant kernel \( \Gamma(L) \).

Our result is effective; i.e., we obtain bounds on the level \( N \) and the rank \( n + 2 \) of \( L \), thus obtaining a finite list of possible candidates for \( L \). The idea of the proof is as follows. Suppose that \( \Psi \) is a nonconstant reflective automorphic form on \( L \). By Bruinier’s converse theorem above we can assume that \( \Psi \) is an automorphic product corresponding to some vector-valued modular form \( F \). Since \( L \) splits \( II_{1,1} \), the reflectivity of \( \Psi \) can be restated as a condition on the principal part of \( F \). For squarefree level \( N \) every symmetric weakly holomorphic modular form for the Weil representation and in particular the symmetrization of \( F \) is the lift of some scalar-valued weakly holomorphic modular form \( f \) for the group \( \Gamma_0(N) \). Then the condition on the principal part of \( F \) can be restated as conditions on the principal parts of \( f \) at all cusps (this uses the fact that \( L \) splits \( II_{1,1}(N) \)). These conditions are so restrictive that there are only finitely many solutions for the level \( N \) and the rank \( n + 2 \).

One way to construct reflective automorphic forms is described in [Sch06]: The automorphism group of the Leech lattice \( \Lambda \) is Conway’s group \( Co_0 \). Let \( g \in O(\Lambda) \) have order \( n \). Then the characteristic polynomial of \( g \) can be written as \( \prod_{k|n} (\omega^k - 1)^{b_k} \). We associate to \( g \) the eta product

\[
\eta_g(\tau) = \prod_{k|n} \eta(k\tau)^{b_k}
\]

and assume that its level is squarefree. Moreover, we assume that the fixpoint lattice \( \Lambda^g \) of \( g \) is nontrivial. The function \( f_g = 1/\eta_g \) can be lifted to a vector-valued modular form \( F_g = F_{\Gamma_0(N), f_g,0} \) for the Weil representation on the lattice \( L = \Lambda^g \oplus II_{1,1} \oplus II_{1,1}(N) \). The function \( F_g \) can then be lifted to an automorphic product \( \Psi_g \) with Borcherds’s lift. This automorphic product turns out to be strongly reflective and to have singular weight. Further possible inputs can be obtained by applying Akin-Lehner involutions to \( f_g \) and \( L \). With this method one obtains strongly reflective automorphic products of singular weight on the lattices from Table 1 by lifting the function in the second column first to a vector-valued modular form \( F_{\Gamma_0(N), f,0} \) and then to an automorphic product.

By working out the obstruction space for each of the finitely many lattices from Theorem 1.1 we can now prove the following.

**Theorem 1.2.** Let \( L \) be an even lattice of signature \((n, 2), n \geq 4\) and squarefree level \( N \) that splits \( II_{1,1} \oplus II_{1,1}(N) \), and let \( \Psi \) be a strongly reflective automorphic form of singular weight for \( \Gamma(L) \) on the corresponding hermitian symmetric domain. Then \( \Psi \) is the theta lift of \( F_{\Gamma_0(N), f,0} \), with \( f \) being one of the functions from Table 1. In particular, all \( \Psi \) can be realized as the theta lift of a symmetric form \( F \).

We remark that with the methods used in the present paper one could also obtain a complete list of reflective automorphic forms without the assumptions on its weight and on the order of its zeros; however, due to the number of cases it does not seem feasible to do this without a computer.
The paper is structured as follows: In Sections 2 and 3 we recall the necessary material on lattices, discriminant forms, and the Weil representation. In Section 4 we recall Borcherds’s singular theta correspondence, define reflective automorphic forms, and prove Theorem 1.1. In Sections 5 and 6 we summarize how one can compute the Fourier expansions of certain cusps forms at various cusps. This is done for newforms for $\Gamma_0(N)$ and images of these in higher levels in Section 5 and for eta quotients for $\Gamma_1(N)$ in Section 6. We then use these expansions to prove Theorem 1.2 in Section 7.

2. LATTICES AND DISCRIMINANT FORMS

A finite abelian group $D$ with a $\mathbb{Q}/\mathbb{Z}$-valued nondegenerate quadratic form $D \rightarrow \mathbb{Q}/\mathbb{Z}$, $\gamma \mapsto \gamma^2/2$ is called a discriminant form. Every discriminant form decomposes into a sum of Jordan components (not uniquely if $p = 2$), and every Jordan component is a sum of indecomposable Jordan components. The possible nontrivial Jordan components are as follows (for details consult [CS99] or [Nik80]).

Let $q > 1$ be a power of an odd prime $p$. The nontrivial $p$-adic Jordan components of exponent $q$ are $q^\pm n$ for $n \geq 1$. The indecomposable Jordan components are $q^\pm 1$, generated by an element $\gamma$ with $q \gamma = 0$ and $\gamma^2/2 = a/q \mod 1$, where $a$ is an

### Table 1

<table>
<thead>
<tr>
<th>$L$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{1,2}(2^{+2}3^{+3})$</td>
<td>$\eta_{1-2^{+2}3^{+6}}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+2}3^{+3})$</td>
<td>$-3^{+2}3^{+8}1^{+6}2^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+2}3^{+3})$</td>
<td>$-2^{+2}2^{+13}3^{+6}3^{+2}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+2}3^{+3})$</td>
<td>$6^{+2}3^{+2}3^{+6}1^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}7^{+3})$</td>
<td>$3^{+12}2^{+7}1^{+4}2^{+2}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}7^{+3})$</td>
<td>$2^{+2}2^{+17}2^{+14}1^{+4}$</td>
</tr>
<tr>
<td>$I_{1,2}(3^{+4}5^{+3})$</td>
<td>$3^{+12}3^{+3}3^{+15}2^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(3^{+4}5^{+3})$</td>
<td>$-3^{+12}3^{+25}3^{+15}1^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+3}3^{+3})$</td>
<td>$\eta_{1-2^{+3}3^{+1}}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$3^{+13}5^{+6}1^{+10}1^{+15}1^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$3^{+12}3^{+3}1^{+15}3^{+30}1^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$2^{+13}1^{+15}1^{+16}3^{+10}3^{+30}1^{+1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$\eta_{1-2^{+12}3^{+16}1^{+10}1^{+15}1^{+130}1}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$\eta_{15}^{+2}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$5^{+2}3^{+5}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$\eta_{2^{+2}3^{+4}2^{+6}4^{+1}}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$3^{+12}3^{+2}3^{+3}3^{+6}1^{+4}$</td>
</tr>
<tr>
<td>$I_{1,2}(2^{+4}3^{+4}5^{+3})$</td>
<td>$\eta_{1-2^{+2}3^{+5}1^{+10}3^{+10}1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$L$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{6,2}(2^{+6}5^{+5})$</td>
<td>$\eta_{12}^{+2}3^{+5}2^{+10}1^{+1}$</td>
</tr>
<tr>
<td>$I_{6,2}(2^{+6}5^{+5})$</td>
<td>$2^{+2}3^{+5}1^{+10}2^{+2}$</td>
</tr>
<tr>
<td>$I_{6,2}(2^{+6}5^{+5})$</td>
<td>$3^{+12}5^{+2}2^{+10}1^{+1}$</td>
</tr>
<tr>
<td>$I_{6,2}(11^{+4})$</td>
<td>$\eta_{1-2^{+11}1^{+2}}$</td>
</tr>
<tr>
<td>$I_{6,2}(2^{+6}7^{+4})$</td>
<td>$1^{+12}3^{+11}1^{+14}1^{+1}$</td>
</tr>
<tr>
<td>$I_{6,2}(3^{+4}5^{+4})$</td>
<td>$\eta_{1-1}^{+3}3^{+15}1^{+15}1^{+1}$</td>
</tr>
<tr>
<td>$I_{8,2}(3^{+7})$</td>
<td>$\eta_{1-3}^{+2}$</td>
</tr>
<tr>
<td>$I_{8,2}(3^{+3})$</td>
<td>$9^{+1}3^{+3}$</td>
</tr>
<tr>
<td>$I_{8,2}(2^{+6}3^{+3})$</td>
<td>$\eta_{1-4}^{+2}3^{+3}4^{+6}5^{+1}$</td>
</tr>
<tr>
<td>$I_{8,2}(2^{+6}3^{+7})$</td>
<td>$\eta_{2}^{+5}3^{+4}6^{+1}4^{+1}$</td>
</tr>
<tr>
<td>$I_{8,2}(2^{+6}3^{+7})$</td>
<td>$\eta_{1}^{+5}2^{+3}4^{+6}1^{+1}$</td>
</tr>
<tr>
<td>$I_{8,2}(7^{+5})$</td>
<td>$\eta_{1}^{+1}3^{+7}3^{+1}$</td>
</tr>
<tr>
<td>$I_{10,2}(2^{+10}2^{+10})$</td>
<td>$\eta_{1}^{+8}2^{+16}$</td>
</tr>
<tr>
<td>$I_{10,2}(2^{+10})$</td>
<td>$16^{+1}3^{+2}2^{+8}$</td>
</tr>
<tr>
<td>$I_{10,2}(5^{+6})$</td>
<td>$5^{+1}4^{+5}4^{+1}$</td>
</tr>
<tr>
<td>$I_{10,2}(2^{+10})$</td>
<td>$\eta_{1}^{+2}2^{+3}4^{+6}2^{+2}$</td>
</tr>
<tr>
<td>$I_{14,2}(3^{+8})$</td>
<td>$\eta_{1}^{+6}3^{+6}$</td>
</tr>
<tr>
<td>$I_{18,2}(2^{+10})$</td>
<td>$\eta_{1}^{+8}2^{+8}$</td>
</tr>
<tr>
<td>$I_{26,2}$</td>
<td>$\eta_{1}^{+2}$</td>
</tr>
</tbody>
</table>
integer with \( \left( \frac{2n}{q} \right) = \pm 1 \). The component \( q^{\pm n} \) is a sum of \( n \) copies of \( q^{+1} \) and \( q^{-1} \) where the number of copies of \( q^{-1} \) is even if \( \pm n = +n \) and odd if \( \pm n = -n \).

If \( q > 1 \) is a power of 2, then the even 2-adic Jordan components of exponent \( q \) are \( q_2^{2n} \) for \( n \geq 1 \). The indecomposable Jordan components are \( q_2^{+2n} \), which are generated by two elements \( \gamma, \delta \) with \( q \gamma = q \delta = 0 \), \( \gamma \delta = 1/q \mod 1 \), and \( \gamma^2/2 - \delta^2/2 = 0 \mod 1 \) if \( \pm = + \) and \( \gamma^2/2 - \delta^2/2 = 1/q \mod 1 \) if \( \pm = - \).

If \( q > 1 \) is a power of 2, then the odd 2-adic Jordan components of exponent \( q \) are \( q_1^{\pm n} \) for \( n \geq 1 \) and \( t \in \mathbb{Z}/8\mathbb{Z} \) with \( \left( \frac{t}{q} \right) = \pm 1 \) if \( n = 1 \), \( t = -2, 0, 2 \) if \( n = 2 \) and \( \pm = + \), \( t = -2, 2, 4 \) if \( n = 2 \) and \( \pm = - \), and \( t = n \mod 2 \) for any \( n \). The indecomposable Jordan components are \( q_1^{\pm 1} \) where \( \left( \frac{t}{q} \right) = \pm 1 \), generated by an element \( \gamma \) with \( q \gamma = 0 \) and \( \gamma^2/2 = t/2q \mod 1 \) (with some of them being isomorphic).

The sum of two Jordan components with the same prime power \( q \) can be determined by adding the ranks, multiplying the signs in the exponent, and adding the subscripts “\( t \)” if there are any.

The level of a discriminant form \( D \) is the smallest positive integer \( N \) with \( N \gamma^2/2 \in \mathbb{Z} \) for all \( \gamma \in D \), and we define the signature \( \text{sign}(D) \in \mathbb{Z}/8\mathbb{Z} \) of \( D \) by

\[
\sum_{\gamma \in D} e(\gamma^2/2) = \sqrt{|D|} e(\text{sign}(D)/8),
\]

where \( e(z) = \exp(2\pi i z) \).

The signature of \( q^{\pm n} \) for odd \( q \) is given by \( -n(q - 1) + 4k \), where \( k = 1 \) if \( q \) is not a square and \( \pm n = -n \); otherwise \( k = 0 \). For even \( q \), the signature of \( q_2^{\pm 2n} \) is \( 4k \), whereas for \( q_1^{\pm n} \) it is \( t + 4k \), where in both cases \( k \) is as before.

For a discriminant form \( D \) we define \( D_c \) to be the elements \( \gamma \in D \) with \( c \gamma = 0 \), i.e., the elements of order dividing \( c \). We define \( D^c \) to be \( \{ \gamma \in D : \gamma = c \delta \text{ for some } \delta \in D \} \), i.e., the set of \( c \)th powers in \( D \). Then

\[
0 \to D_c \to D \to D^c \to 0
\]

is exact and \( D_c \) is the orthogonal complement of \( D^c \).

The number of elements of a given norm in the Jordan components of prime order have been determined by Scheithauer (assuming that \( p^n \) is even 2-adic if \( p = 2 \)).

**Proposition 2.1** ([Sch06], Proposition 3.1). The number of elements in \( 2^n_D \) of norm \( j/2 \mod 1 \) is

\[
N(2^n_D, j) = \begin{cases} 
2^{n-1} - c 2^{(n-2)/2} & \text{if } j \neq 0, \\
2^{n-1} + c 2^{(n-2)/2} & \text{if } j = 0.
\end{cases}
\]

**Proposition 2.2** ([Sch06], Proposition 3.2). Let \( p \) be an odd prime. Then the number of elements in \( p^n \) of norm \( j/p \mod 1 \) is given by

\[
N(p^n, j) = \begin{cases} 
p^{n-1} - c \left( \frac{-1}{p} \right)^{n/2} p^{(n-2)/2} & \text{if } n \text{ is even and } j \neq 0, \\
p^{n-1} + c \left( \frac{-1}{p} \right)^{n/2} (p^{n/2} - p^{(n-2)/2}) & \text{if } n \text{ is even and } j = 0, \\
p^{n-1} + c \left( \frac{-1}{p} \right)^{(n-1)/2} \left( \frac{2}{p} \right) \left( \frac{j}{p} \right) p^{(n-1)/2} & \text{if } n \text{ is odd and } j \neq 0, \\
p^{n-1} & \text{if } n \text{ is odd and } j = 0.
\end{cases}
\]
Now suppose that $D$ has squarefree level $N$. Then the Jordan components of $D$ are of the form $p^e r^n r^r$ for primes $p \mid N$, and there can be no odd 2-adic Jordan components. Using the last two propositions, one can then determine the numbers of elements of any given norm and order in $D$ as follows.

**Proposition 2.3** ([Sch06], Proposition 3.3). Let $D$ be a discriminant form of squarefree level. Let $c \mid N$. Then the number of elements in $D_c$ of norm $j/c$ mod 1 is given by

$$N(D_c, j) = \prod_{p \mid c} N(p^e r^n r^r, cj/p).$$

If $L$ is an even lattice of signature $(b^+, b^-)$ with dual lattice $L'$, then $L'/L$ is a discriminant form with the quadratic form given by reducing the quadratic form on $L'$ modulo 1, and conversely every discriminant form can be obtained in this way. The signature of $L'/L$ is $b^+ - b^-$ mod 8 by Milgram’s formula, and we define the level of $L$ to be the level of $L'/L$.

For a positive integer $a$ we let $H_{1,1}(a)$ be the lattice $\mathbb{Z}^2$ with Gram matrix $\begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}$. If $a = 1$, then we just write $H_{1,1}$. Later we will consider only even lattices $L$ of squarefree level $N$ of the form $L = K \oplus H_{1,1} \oplus H_{1,1}(N)$ (i.e., $L$ splits $H_{1,1} \oplus H_{1,1}(N)$).

We now give conditions on $D = L'/L$ for this to be satisfied.

**Proposition 2.4.** Let $N$ be a squarefree positive integer, let $L = H_{1,1}(N)$, and let $D = L'/L$. Then $D = \prod_{p \mid N} p^e r^n r^r$, with $n_p = 2$ and $\epsilon_p = \left( \frac{-1}{p} \right)$ for all $p$.

**Proof.** Note that $L' = (\frac{1}{N} \mathbb{Z})^2$. Therefore $L'/L = (\mathbb{Z}/N\mathbb{Z})^2$, which proves that $n_p = 2$ for all $p \mid N$. We fix a prime $p \mid N$. Then $\gamma = (1/p, 0) + L \in D$ is an isotropic element of order $p$. In particular, $D_p = p^e r^2$ has nontrivial isotropic elements. By Propositions 2.1 and 2.2 this is possible only if $\epsilon_p$ is as claimed. \(\square\)

**Proposition 2.5.** Let $L$ be an even lattice of signature $(b^+, b^-)$ and squarefree level $N$, and let $D = L'/L$. Suppose that $L$ splits $H_{1,1}$. Then $D = \prod_{p \mid N} p^e r^n r^r$, with $n_p \leq b^+ + b^- - 2$. If $n_p = b^+ + b^- - 2$, then $\epsilon_p = \left( \frac{|D_p|}{p} \right) \left( \frac{-1}{p} \right)^{b^- - 1}$.

**Proof.** We can write $L = K \oplus H_{1,1}$ for an even lattice $K$ of signature $(b^+ - 1, b^- - 1)$. Then $K'/K \cong L'/L$, and [Nik80] Theorem 1.10.1 applied to $K$ shows that $n_p \leq b^+ + b^- - 2$ and that $\epsilon_p$ must be as claimed if this is an equality. \(\square\)

It follows that if $L'/L = \prod_{p \mid N} p^e r^n r^r$ for an even lattice $L$ of signature $(b^+, b^-)$ and squarefree level $N$ that splits $H_{1,1} \oplus H_{1,1}(N)$, then $2 \leq n_p \leq b^+ + b^- - 2$ for all $p \mid N$ and

$$\epsilon_p = \begin{cases} \left( \frac{-1}{p} \right) & \text{if } n_p = 2, \\ \left( \frac{|D_p|}{p} \right) \left( \frac{-1}{p} \right)^{b^- - 1} & \text{if } n_p = b^+ + b^- - 2. \end{cases}$$

A primitive vector $\alpha \in L$ of positive norm is called a root if the reflection

$$\sigma_\alpha(x) = x - 2 \frac{(x, \alpha)}{(\alpha, \alpha)} \alpha$$

at $\alpha^\perp$ is an automorphism of $L$. The following proposition describes the roots of $L$ if the level $N$ is squarefree.

---
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Proposition 2.6 (see [Sch06 Propositions 2.1 and 2.2]). Let $L$ be an even lattice of squarefree level $N$, and let $\alpha \in L$. Then $\alpha$ is a root if and only if $k = \alpha^2/2$ is a positive divisor of $N$ and $\alpha \in L \cap kL'$.

If the level of $L$ is squarefree and $\gamma \in L'/L$, then we say that $\gamma$ corresponds to roots if $\gamma$ has order $k$ and satisfies $\gamma^2/2 = 1/k \mod 1$ for some $k \mid N$. This notion is inspired by [Sch06, Proposition 2.5].

3. The Weil representation

Let $D$ be a discriminant form with even signature. There is a unitary group action of $SL_2(\mathbb{Z})$ on the group ring $\mathbb{C}[D]$, defined by
\[
\rho_D(T)\epsilon_\gamma = e(-\gamma^2/2)\epsilon_\gamma,
\]
\[
\rho_D(S)\epsilon_\gamma = \frac{e(\text{sign}(D)/8)}{\sqrt{|D|}} \sum_{\beta \in D} e(\beta\gamma)\epsilon_\beta,
\]
where $S = \left( \begin{smallmatrix} 1 & -1 \\ 0 & 1 \end{smallmatrix} \right)$ and $T = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$ are the standard generators of $SL_2(\mathbb{Z})$. This is called the Weil representation of $SL_2(\mathbb{Z})$.

A holomorphic function $F: \mathbb{H} \to \mathbb{C}[D]$ on the upper half-plane $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$ is called a weakly holomorphic modular form of weight $k \in \mathbb{Z}$ for $\rho_D$ if
\[
F(M\tau) = (c\tau + d)^k \rho_D(M)F(\tau)
\]
for all $M = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z})$, and if $F$ is meromorphic at the cusp $\infty$. We denote by $M_k^0(\rho_D)$ the complex vector space of such functions. An element of $M_k^0(\rho_D)$ is called holomorphic if it is holomorphic at $\infty$ and is called cusp form if it vanishes at $\infty$. The spaces of holomorphic modular forms and cusp forms are denoted by $M_k(\rho_D)$ and $S_k(\rho_D)$.

The Weil representation can be computed explicitly; see [Sch99, Theorem 4.7]. From the resulting formulas one can see that the components $F_\gamma$ of a weakly holomorphic modular form $F = \sum_{\gamma \in D} F_\gamma \epsilon_\gamma$ of weight $k$ for $\rho_D$ transform as
\[
F_\gamma |_k M = \xi(M) \frac{\sqrt{|D|}}{\sqrt{|D'|}} \sum_{\beta \in D^*} e(-d\beta_\gamma^2/2)e(-b\beta_\gamma)e(-abr_\gamma^2/2)F_{\gamma + \beta},
\]
where $|_k$ is the Petersson slash operator, $M = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z})$, $\xi$ is the root of unity as in [Sch99 Theorem 4.7], and $D^*$ and $br_\gamma^2/2$ are as in Section 2 of the same article. If $N$ is squarefree, then
\[
\xi(M) = e(\text{sign}(D)/8) \left( \frac{d}{|D'|} \right) \left( \frac{c}{|D'|} \right) \prod_{\rho \mid c} e(-\text{sign}(D_\rho)/8)
\]
and $D^* = D^c$. In particular, $F_\gamma$ is a weakly holomorphic modular form of weight $k$ and character $\chi_\gamma$, with $\chi_\gamma(b) = e(-br_\gamma^2/2)$ for $\Gamma_1(N)$. For any scalar-valued modular form $f$ and rational number $x \in \mathbb{Q}$ we write $[f](x)$ for the Fourier coefficient of $f$ at $q^x$, so in particular $[F_\gamma](x)$ denotes the respective Fourier coefficient of $F_\gamma$.

One can construct modular forms for $\rho_D$ from scalar-valued modular forms as follows.

Proposition 3.1 ([Sch15, Theorem 3.1]). Let $k$ be an integer, let $N$ be the level of $D$, and let $f$ be a weakly holomorphic modular form of weight $k$ for $\Gamma_0(N)$ with
character $\chi_D$ where

$$\chi_D(M) = \left( \frac{a}{|D|} \right) e((a - 1) \text{ oddity}(D)/8).$$

Let $H$ be an isotropic subset of $D$ which is invariant under $(\mathbb{Z}/N\mathbb{Z})^*$ as a set. Then

$$F_{\Gamma_0(N),f,H} = \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} \sum_{\gamma \in H} f_k M \rho_D(M^{-1}) \epsilon_\gamma$$

is an element of $M_k^1(\rho_D)$ which is invariant under the automorphisms of $D$ that stabilize $H$ as a set. Moreover, if $f$ is a holomorphic modular form (resp., a cusp form), then so is $F_{\Gamma_0(N),f,H}$.

We will need this only for $H = \{0\}$ and squarefree $N$. We summarize [Sch06, Section 6] to show how the lift $F_{\Gamma_0(N),f,0}$ can be computed in this case. For each positive divisor $c$ of the squarefree level $N$ we choose a matrix

$$M_c = \begin{pmatrix} 1 & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}),$$

with $d \equiv 1 \pmod{c}$ and $d \equiv 0 \pmod{c'}$, where $c' = N/c$, and let

$$f_c = f|_k M_c.$$  

The function $f_c$ has a Fourier expansion in integral powers of $q^{1/c'}$ because the cusp $1/c$ of $\Gamma_0(N)$ has width $c'$, so we can write

$$f_c = g_{c',0} + g_{c',1} + \cdots + g_{c',c'-1},$$

with

$$g_{c',j}|_k T(\tau) = e(j/c') g_{c',j}(\tau).$$

Then

$$F_{\Gamma_0(N),f,0}(\tau) = \sum_{c \mid N} \sum_{\mu \in D_{c'}} \xi_c \sqrt{|D_{c'}|/|D|} c' g_{c',j_{\mu,c'}}(\tau) \epsilon_\mu,$$

where $j_{\mu,c'}/c' = -\mu^2/2 \pmod{1}$ and

$$\xi_c = e(\text{sign}(D)/8) \left( \frac{-c}{|D_{c'}|} \right) \prod_{p \mid |c|} e(-\text{sign}(D_p)/8) = \left( \frac{-c}{|D_{c'}|} \right) \prod_{p \mid c'} e(\text{sign}(D_p)/8).$$

Note that $F_{\Gamma_0(N),f,0}$ is symmetric, i.e., invariant under the automorphisms of $D$, by Proposition 6.1. Since $N$ is squarefree, the converse also holds; i.e., every weakly holomorphic symmetric modular form $F$ is equal to $F_{\Gamma_0(N),f,0}$ for some weakly holomorphic $f$ (see [Sch15 Corollary 5.5]).

Let $D$ be a discriminant form, and let $H \subset D$ be an isotropic subgroup. Then $D_H = H^\perp / H$ is a discriminant form whose signature equals that of $D$. There is a map from $M_k^1(\rho_{D_H})$ to $M_k^1(\rho_D)$, given by

$$F = \sum_{\gamma + H \in D_H} F_{\gamma + H} \epsilon_{\gamma + H} \mapsto \hat{F} = \sum_{\gamma \in D} F_{\gamma + H} \epsilon_\gamma.$$  

This map sends holomorphic modular forms to holomorphic modular forms and cusp forms to cusp forms. We say that $\hat{F}$ is the lift of $F$ on $H$. 

---
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4. Reflective automorphic forms

Let \( L \) be an even lattice of signature \((n, 2)\) with \( n \geq 4 \) even, let \( V = L \otimes \mathbb{R} \), and let \( V(\mathbb{C}) = V \otimes \mathbb{C} \). Then

\[
\{ [Z] \in \mathcal{P}(V(\mathbb{C})) : (Z, Z) = 0, (Z, Z) < 0 \}
\]
is a complex manifold with two connected components, which are exchanged as \( Z \mapsto \overline{Z} \). We choose one of these components and denote it as \( \mathcal{H}_L \). The subgroup \( O(V)^+ \subset O(V) \) that preserves the two connected components acts holomorphically on \( \mathcal{H}_L \). We let

\[
\mathcal{H}_L = \{ Z \in V(\mathbb{C}) \setminus \{0\} : [Z] \in \mathcal{H}_L \}
\]
be the affine cone over \( \mathcal{H}_L \).

Let \( \Gamma \subset O(L)^+ = O(L) \cap O(V)^+ \) be a subgroup of finite index, let \( \chi : \Gamma \to \mathbb{C}^* \) be a unitary character, and let \( k \) be an integer. A meromorphic function \( \Psi : \mathcal{H}_L \to \mathbb{C} \) is an automorphic form of weight \( k \) for \( \Gamma \) and \( \chi \) if

\[
\Psi(MZ) = \chi(M)\Psi(Z),
\]

\[
\Psi(tZ) = t^{-k}\Psi(Z)
\]
for all \( M \in \Gamma, t \in \mathbb{C}^* \), and \( Z \in \mathcal{H}_L \). One way to obtain such functions is described in the following theorem.

**Theorem 4.1** ([Bor98 Theorem 13.3]). Let \( L \) be an even lattice of signature \((n, 2)\), \( n \geq 3 \) with \( D = L^\perp / L \), and let \( F \) be a weakly holomorphic modular form of weight \( 1 - n/2 \) for \( \rho_D \) with integral coefficients \([F]\)(\(m\)) for all \( m \leq 0 \). Then there is a meromorphic function \( \Psi : \mathcal{H}_L \to \mathbb{C} \) with the following properties.

1. \( \Psi \) is a modular form of weight \([F]\)(0)/2 for the group \( O(L, F)^+ \) and some unitary character \( \chi \).

2. The only zeros or poles of \( \Psi \) are on rational quadratic divisors \( \lambda^\perp \) for \( \lambda \in L \) of positive norm and are zeros of order

\[
\sum_{\substack{0 < x \in \mathbb{Q} \\ \lambda \in L}} [F_{\lambda+L}](x^2/2),
\]

or poles if this number is negative.

3. For each primitive norm \( \delta \) vector \( \delta \in L \), and for each Weyl chamber \( W \) of \( K = M/\mathbb{Z}z \), with \( M = L \cap \mathbb{Z}^\perp \), the restriction \( \Psi_\delta \) has an infinite product expansion converging when \( Z \) is in a neighborhood of the cusp \( \delta \) which is some constant times

\[
e((Z, r(K, W, F_K))) \prod_{\lambda \in K^*} \prod_{\delta \in L^*/L} (1 - e((\lambda, Z) + (\delta, z')))[F_\delta](x^2/2).
\]

The function \( \Psi \) is called the automorphic product corresponding to \( F \). Bruinier proved the following converse theorem.

**Theorem 4.2** ([Bru14 Theorem 1.2]). Let \( L \) be an even lattice of signature \((n, 2)\), \( n \geq 4 \) even such that \( L = K \oplus \mathbb{H}_{1,1} \oplus \mathbb{H}_{1,1} \) for an even positive definite lattice \( K \) and some positive integer \( m \). Then every automorphic form \( \Psi \) for the discriminant kernel \( \Gamma(L) \) of \( O(L)^+ \) whose divisor is a linear combination of rational quadratic divisors is (up to a nonzero constant factor) the Borcherds lift of a weakly holomorphic vector-valued modular form for the Weil representation.
Moreover, we describe an example of when this occurs. Suppose that \( L = K + H_{1,1}(m) \) for some positive integer \( m \), and let \( M \subset K \) be a sub-lattice of finite index. Then \( H = K/M \subset K'/M \subset M'/M \) is an isotropic subgroup of \( D_M = M'/M \) with orthogonal complement \( H^\perp = K'/M \). The quotient \( H^\perp/H \) is isomorphic to \( K'/K \), and a modular form \( F_L \) as in Theorem 3.4 on \( D_L = L'/L \) induces a modular form \( F_N \) on \( D_N = N'/N \), where \( N = M \oplus H_{1,1}(m) \). The embedding \( N \rightarrow L \) gives an identification of the corresponding domains \( \mathcal{H}_N \) and \( \mathcal{H}_L \), and the automorphic products corresponding to \( F_L \) and \( F_N \) coincide (see \cite[Proposition 3.4]{Sch17}).

We say that an automorphic form \( \Psi \) is strongly reflective if it is holomorphic and all of its zeros are of the form \( \lambda^\perp \) for roots \( \lambda \in L \). If in addition all zeros are simple, then we say that \( \Psi \) is strongly reflective. If \( L \) splits \( H_{1,1} \), then (strong) reflectivity of an automorphic product \( \Psi \) can easily be checked on \( F \).

**Proposition 4.3.** Suppose that \( L \) has squarefree level and splits \( H_{1,1} \). Then the automorphic product \( \Psi \) is strongly reflective if and only if the corresponding vector-valued modular form \( F \) satisfies the following:

1. If \( \gamma \in D \) has order \( m \) and corresponds to roots, then the Fourier expansion of \( F \) at \( \infty \) is \( F_\gamma = c_{\gamma,-1/m} q^{-1/m} + O(1) \), with \( c_{\gamma,-1/m} \geq 0 \), and
2. \( F_\gamma \) is holomorphic at \( \infty \) for all other \( \gamma \in D \).

Moreover, \( \Psi \) is strongly reflective if and only if all \( c_{\gamma,-1/m} \) are at most 1.

**Proof.** Suppose that \( F \) satisfies the two conditions. Then \cite[Propositions 9.1–9.3]{Sch06} prove that \( \Psi \) is reflective. It also follows that \( \Psi \) is strongly reflective if all \( c_{\gamma,-1/m} \) are at most 1.

Now assume that \( \Psi \) is reflective. Write \( L = K \oplus H_{1,1} \). Then \( L' = K' \oplus H_{1,1} \) and \( D = L'/L \cong K'/K \). Let \( \gamma \in D \) and \( x < 0 \) such that \( [F_\gamma](x) \neq 0 \) (so \( \gamma^2/2 = -x \) mod 1), and let \( m \) be the largest integer with \( [F_{m\gamma}](m^2x) \neq 0 \). Choose \( \kappa \in K' \) with \( \kappa + K = m\gamma \). By adding a primitive element of suitable norm in \( H_{1,1} \) to \( \kappa \) we obtain a primitive element \( \lambda \in L' \) with \( \lambda^2/2 = -m^2x \). Then \( M\lambda \in L \) is primitive, where \( M \) is the order of \( m\gamma \in D \), and the order of \( \Psi \) at \( (M\lambda)^\perp \) is equal to \( [F_{m\gamma}](m^2x) \). It follows that \( M\lambda \) is a root of \( L \) (and that \( [F_{m\gamma}](m^2x) = 1 \) if \( \Psi \) is strongly reflective). Therefore the norm \( (M\lambda)^2/2 = -M^2m^2x \in Z \) of \( M\lambda \) must divide \( N \). Then \( x = -a/(Mm) \) for some \( a \in \mathbb{Z}_{>0} \) because \( N \), and hence also the denominator of \( x \), are squarefree. Moreover, \( \lambda/(Mm^2x) \) must be in \( L' \) by Proposition 2.6 so \( 1/(Mm^2x) \in Z \) by the primitivity of \( \lambda \). This forces \( a = m = 1 \), so \( \gamma \) satisfies the condition given in item (1). \( \square \)

If \( L \) is an even lattice of squarefree level and \( F \) is a vector-valued modular form of weight \( 1 - n/2 \) on \( L'/L \) that satisfies conditions (1) and (2), then we also call \( F \) reflective (strongly reflective if in addition all \( c_{\gamma,-1/m} \) are at most 1), so the statement of the proposition can be rephrased as follows: If \( L \) splits \( H_{1,1} \), then \( \Psi \) is (strongly) reflective if and only if \( F \) is (strongly) reflective. If instead \( F \) satisfies conditions (1) and (2) only with \( c_{\gamma,-1/m} \) being any complex number, then we say that \( F \) is semireflective. Note that, in contrast to the reflective modular forms, the semireflective modular forms form a complex vector space.

For the rest of the section we assume that \( L \) is an even lattice of squarefree level \( N \) and signature \( (n,2) \) with \( n \geq 4 \) such that \( L \) splits \( H_{1,1}(N) \) and that \( F \) is a
semireflective form with \( F_0 \neq 0 \). We replace \( F \) with

\[
(4.2) \quad \frac{1}{|\text{Aut}(D)|} \sum_{\sigma \in \text{Aut}(D)} \sigma(F),
\]

which is symmetric and nonvanishing (because \( F_0 \neq 0 \)). Then \( F = F_{\Gamma_0(N),f,0} \) for a nonzero weakly holomorphic modular form \( f \) of weight \( k = 1 - n/2 \) for \( \Gamma_0(N) \) with character \( \chi_D \) by [Sch06, Corollary 5.5].

**Lemma 4.4.** Let \( c \mid N \). Then \( f_{k|c} M_c \in O(q^{-1/c'}) \), where \( c' = N/c \).

*Proof.* Suppose there is some cusp \( s = 1/c \) with \( c \mid N \) such that \( f \) has a pole of order larger than \( 1/c' \) at \( s \), i.e., \( f_{k|c} M_c \notin O(q^{-1/c'}) \). We can assume that \( c \) is the smallest divisor of \( N \) with this property, so \( f_{k|c} M_c \in O(q^{-1/c'}) \) for all \( \tilde{c} \mid N \) with \( \tilde{c} < c \). For any \( d \mid N \) and \( a \in \mathbb{Z} \) the discriminant form corresponding to \( \Pi_{1,1}(N) \) contains elements of order \( d \) and norm \( a/d \) mod 1. Since \( L \) splits \( \Pi_{1,1}(N) \), there is therefore an element \( \gamma \in D = L'/L \) of order \( c' \) and norm \( \gamma^2/2 = a/c' \) mod 1, where \( a/c' \) is the order of the pole of \( f \) at \( 1/c \). Then

\[
F_\gamma = \sum_{d | c} \xi_d \sqrt{|D_d|} \sqrt{|D_c|} d' g_{d', \gamma, a'} = \xi_c \sqrt{|D_c|} c' g_{c', \gamma, a'} + \sum_{d | c, d < c} \xi_d \sqrt{|D_d|} d' g_{d', \gamma, a'}.
\]

The first summand on the right-hand side has a pole of order \( a/c' \), while the remaining terms have poles of order less than \( 1/c' \) by our assumption on the minimality of \( c \). Therefore \( F_\gamma \) must have a pole of order \( a/c' > 1/c' \) which contradicts the assumption that \( F \) is semireflective. \( \square \)

**Lemma 4.5.** Let \( N \) be a squarefree integer, let \( k \) be a negative integer, and let \( f \) be a nonzero weakly holomorphic modular form of weight \( k \) and some Dirichlet character \( \chi \) for \( \Gamma_0(N) \) satisfying \( f_{k|c} M_c \in O(q^{-1/c'}) \) for all \( c \mid N \). Then

\[
\prod_{p \mid N} (p + 1) \leq -2^{\omega(N)} \frac{12}{k},
\]

where \( \omega(N) \) is the number of primes dividing \( N \).

*Proof.* This follows immediately from the valence formula for \( \Gamma_0(N) \) (see, e.g., [H11, Appendix I, Theorem 4.1]) because the left-hand side is the index of \( \Gamma_0(N) \) in \( \text{SL}_2(\mathbb{Z}) \), \( 2^{\omega(N)} \) is the number of cusps of \( \Gamma_0(N) \), and the width of the cusp \( 1/c \) is \( c' \).

This can only be satisfied if \( k \) is at least \(-12\) and \( \omega(N) \) is at most 3. For fixed \( k \) and \( \omega(N) \), the level \( N \) is then bounded by the values in Table 2 (with “-” meaning that the set of possible \( N \) is empty).

*Proof of Theorem 1.1.* Suppose that \( \Psi \) is a nonconstant reflective automorphic form for \( \Gamma(L) \). By Theorem 1.2 we can assume that \( \Psi \) is the theta lift of a modular form \( F \) on \( D = L'/L \), which must be reflective by Proposition 4.3. Note that the weight of \( \Psi \) is nonzero because \( \Psi \) is not constant. Therefore \( [F_0](0) \neq 0 \), and hence \( F_0 \neq 0 \). We can therefore find a weakly holomorphic modular form \( f \neq 0 \) of weight \( k = 1 - n/2 \) and character \( \chi_D \) for \( \Gamma_0(N) \) such that symmetrization \( 4.2 \) of \( F \) is \( F_{\Gamma_0(N),f,0} \) and apply Lemmas 4.4 and 4.5. This shows that \( k \) and \( N \) are bounded as above. In particular, there are only finitely many possibilities for \( n \) and \( N \). The
result follows because there are only finitely many lattices of a fixed rank \( n + 2 \) and level \( N \).

\[\square\]

Table 2. Bound on \( N \) depending on \( k \) and \( \omega(N) \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( -1 )</th>
<th>( -2 )</th>
<th>( -3 )</th>
<th>( -4 )</th>
<th>( -5 )</th>
<th>( -6 )</th>
<th>( -7 )</th>
<th>( -8 )</th>
<th>( -9 )</th>
<th>( -10 )</th>
<th>( -11 )</th>
<th>( -12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>23</td>
<td>11</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>35</td>
<td>15</td>
<td>6</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>42</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5. Fourier expansions of newforms

Let \( N \) be a squarefree positive integer, let \( k \) be any integer, and let \( \chi \) be a Dirichlet character of modulus \( N \). For a divisor \( c \mid N \) we let \( c' = N/c \) and write \( \chi_c \) and \( \chi_{c'} \) for the unique characters of modulus \( c \) and \( c' \) such that \( \chi = \chi_c \cdot \chi_{c'} \).

Suppose that \( g(\tau) = \sum_{n=1}^{\infty} a_n q^n \) is a newform, i.e., a normalized eigenform for all Hecke operators, of weight \( k \) and character \( \chi \) for \( \Gamma_0(N) \). For each divisor \( c \mid N \) we want to compute the Fourier expansion of \( g|_k W_{c'} \) at \( \infty \), where \( M_c \) is as in Section 3. This expansion will be an expansion in powers of \( q^{1/c'} \) because the cusp \( 1/c \) of \( \Gamma_0(N) \) has width \( t_c = c' \).

To compute these Fourier expansions, we choose integers \( \lambda_1 \) and \( \lambda_2 \) such that

\[ W_{c'} = \begin{pmatrix} \lambda_1 c' & \lambda_2 \\ -N & c' \end{pmatrix} \]

has determinant \( c' \). By Atkin–Lehner theory \( g|_k W_{c'} \) is a newform of weight \( k \) for \( \Gamma_0(N) \) but with a possibly different character. Its Fourier expansion at \( \infty \) can be calculated with the following proposition.

**Proposition 5.1** (see [Asa76 Section 1]). Let \( N \) be squarefree, and let \( g \) be a newform of weight \( k \) and character \( \chi \) for \( \Gamma_0(N) \). Let \( c \mid N \), and let \( c' = N/c \). Then the Fourier expansion of \( g|_k W_{c'} \) is given by

\[ g|_k W_{c'} = \lambda \sum_{n=1}^{\infty} a_{(c')} n q^n , \]

where

\[
\begin{align*}
  a_n^{(c')} &= \chi_{c'}(n) a_n & \text{if } (n, c') &= 1 ,
  a_n^{(c)} &= \chi_c(n) a_n & \text{if } (n, c) &= 1 ,
  a_{nm}^{(c')} &= a_n^{(c')} a_m^{(c')} & \text{if } (n, m) &= 1 ,
\end{align*}
\]

and

\[
\lambda = \chi_{c'}(c') \chi_{c'}(c') \prod_{p | c'} \chi_p(c'/p) \lambda_p ,
\]
with
\[
\lambda_p = \begin{cases} 
G(\chi_p)p^{-k/2} & \text{if } \chi_p \text{ is primitive,} \\
-p^{1-k/2} & \text{if } \chi_p \text{ is principal.}
\end{cases}
\]

Here \(G(\chi_p) = \sum_{h=1}^{p-1} \chi_p(h)e(h/p)\) is the usual Gauss sum.

The Fourier expansions of \(g|_k M_c\) and \(g|_k W_c\) are related as follows.

**Proposition 5.2.** Let \(g\) be a newform of weight \(k\) and character \(\chi\) for \(\Gamma_0(N)\) with \(N\) squarefree. Then
\[
g|_k M_c(\tau) = \chi c(\lambda_1 d - \lambda_2 c)^{-k/2} g|_k W_c(\tau/c').
\]

**Proof.** Let
\[
A = \begin{pmatrix} 
\lambda_1 b - \lambda_2 & \lambda_1 b - \lambda_2 \\
N + cd & \lambda_1 d - \lambda_2 c
\end{pmatrix}.
\]

Then \(A \in \Gamma_0(N)\) and
\[
M_c = \frac{1}{c'} A W_c \begin{pmatrix} 1 & 0 \\
0 & c'
\end{pmatrix}.
\]

This implies that
\[
g|_k M_c(\tau) = \chi(\lambda_1 d - \lambda_2 c)^{-k/2} g|_k W_c(\tau/c').
\]

But
\[
\chi(\lambda_1 d - \lambda_2 c) = \chi c(-\lambda_2 c)(\lambda_1 d)
\]

since \(c'|d\). From \(\det(W_c) = c'\) we see that \(\lambda_1 c' + \lambda_2 c = 1\), so \(\lambda_1 = c'^{-1}\) mod \(c\) and \(\lambda_2 = c^{-1}\) mod \(c'\). Together with \(d = 1\) mod \(c\) this implies that
\[
\chi(\lambda_1 d - \lambda_2 c) = \chi c(-1)^{-1}(c'),
\]

which completes the proof. \(\square\)

Next we suppose that \(g\) is a newform of some smaller level \(M \mid N\) and character \(\chi\) of modulus \(M\). We have just seen how to compute the Fourier expansions of \(g|_k M_c\) for \(c \mid M\). For later use we also want to compute the Fourier expansions of \(g|_k M_c\) for \(c \mid N\), as well as those of \(h|_k M_c\) where
\[
h(\tau) = g|_k \begin{pmatrix} \frac{N}{M} & 0 \\
0 & 1
\end{pmatrix}(\tau) = (\frac{N}{M})^{k/2}g(\frac{N\tau}{M}),
\]
which is also a cusp form of level \(N\) and character \(\chi\).

**Proposition 5.3.** Let \(N\) be squarefree, and let \(g\) be a newform of weight \(k\) and character \(\chi\) for \(\Gamma_0(M)\) for some \(M \mid N\). Let \(c \mid N\), define \(m = (c, M)\), and choose a matrix
\[
\tilde{M}_m = \begin{pmatrix} 1 & x \\
1 \\ m & y
\end{pmatrix} \in SL_2(\mathbb{Z}),
\]

with \(y = 0\) mod \(M/m\). Then
\[
g|_k M_c = \chi_{M/m}(c)\chi_{M/m}^{-1}(m)g|_{\tilde{M}_m}.
\]
Proof. Note that

\[ M_c = \begin{pmatrix} 1 & b \\ c & d \end{pmatrix} = \begin{pmatrix} y - bm & -x + b \\ cy - dm & -cx + d \end{pmatrix} \begin{pmatrix} 1 & x \\ m & y \end{pmatrix}, \]

and that the first matrix on the right-hand side is in \( \Gamma_0(M) \). Therefore

\[ g|kM_c = \chi(-cx + d)g|k\tilde{M}_m. \]

To compute \( \chi(-cx + d) \), we decompose \( \chi \) as \( \chi_m \cdot \chi_{M/m} \) and obtain

\[ \chi(-cx + d) = \chi_{M/m}(-cx), \]

where we have also used that \( m \mid c, d = 1 \mod m \) and \( (M/m) \mid d \). From \( y - mx = 1 \) and \( y = 0 \mod M/m \) we infer that \( mx = -1 \mod M/m \). Hence,

\[ \chi(-cx + d) = \chi_{M/m}(-cx) = \chi_{M/m}(c)\chi_{M/m}^{-1}(m). \]

Proposition 5.4. Let \( N, M, c, m, \) and \( g \) be as in the previous proposition. Let

\[ h(\tau) = g|k \begin{pmatrix} N/M & 0 \\ 0 & 1 \end{pmatrix}(\tau), \]

and let \( r_1 = (c/N/M) \) and \( r_2 = (c', N/M) \). Choose a matrix

\[ \tilde{M}_m = \begin{pmatrix} 1 & x \\ m & y \end{pmatrix} \in \text{SL}_2(\mathbb{Z}), \]

with \( y = 0 \mod M/m \). Then

\[ h|kM_c(\tau) = \chi_{M/m}^{-1}(r_2)(r_1/r_2)^{k/2}g|k\tilde{M}_m(\tau/r_2). \]

Proof. Note that

\[ \begin{pmatrix} N/M & 0 \\ 0 & 1 \end{pmatrix} M_c = \begin{pmatrix} N/M & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & b \\ c & d \end{pmatrix} = \begin{pmatrix} yr_2 - bmr_1 & br_1 - xr_2 \\ my - md/r_2 & d/r_2 - mx \end{pmatrix} \begin{pmatrix} 1 & x \\ m & y \end{pmatrix} \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix}, \]

and that the first matrix of the last line is in \( \Gamma_0(M) \). Therefore

\[ h|kM_c(\tau) = \chi(d/r_2 - mx)(r_1/r_2)^{k/2}g|k\tilde{M}_m(\tau/r_2). \]

It remains to compute \( \chi(d/r_2 - mx) \). But this is

\[ \chi(d/r_2 - mx) = \chi_m(d/r_2)\chi_{M/m}(-mx). \]

Moreover, \( \chi_m(d) = 1 \) because \( d = 1 \mod c \) and \( mx = y - 1 \), so \( \chi_{M/m}(-mx) = 1 \), which completes the proof.
6. **Eta Quotients**

The Dedekind eta function is the holomorphic function on the upper half-plane defined by

\[
\eta(\tau) = q^{1/24} \prod_{n>0} (1 - q^n).
\]

It transforms as follows.

**Proposition 6.1** ([Rad73, p. 163]). Let \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), with \( c > 0 \). Then

\[
\eta(M\tau) = \varepsilon(M) \sqrt{ct + d} \eta(\tau),
\]

where

\[
\varepsilon(M) = \begin{cases} 
\left( \frac{\delta}{\tau} \right) e((3d - 3ac + d(b - c))/24) & \text{if } c \text{ is even}, \\
\left( \frac{\delta}{\tau} \right) e((-3c + bd(1 - c^2) + c(a + d))/24) & \text{if } c \text{ is odd},
\end{cases}
\]

Next, we let \( \eta_k(\tau) = \eta(k\tau) \) for a positive integer \( k \).

**Proposition 6.2** ([Sch09, Proposition 6.2]). Let \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), with \( c > 0 \). Let \( r, s, t \in \mathbb{Z} \), with \( r, t > 0 \) and \( rt = k \), \( r \mid c \), \( k \mid (dr - cs) \).

Then

\[
\eta_k(M\tau) = \varepsilon \left( \begin{pmatrix} at & br - as \\ c/r & (dr - cs)/k \end{pmatrix} \right) \frac{1}{\sqrt{t}} \sqrt{ct + d} \eta \left( r\tau + \frac{s}{t} \right).
\]

**Proposition 6.3** ([DHS15, Proposition 5.1]). Let \( N \) be a positive integer. Take integers \( r_\delta \) for \( \delta \mid N \) such that \( \frac{N}{24} \sum_{\delta \mid N} \delta r_\delta \) and \( \frac{N}{24} \sum_{\delta \mid N} r_\delta/\delta \) are integers and \( \sum_{\delta \mid N} r_\delta \) is even. Then the eta quotient

\[
\prod_{\delta \mid N} \eta(\delta \tau)^{r_\delta}
\]

is a weakly holomorphic modular form for \( \Gamma_1(N) \) of weight \( k = \sum_{\delta \mid N} r_\delta/2 \) and character

\[
\chi \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) = e \left( \frac{b}{24} \sum_{\delta \mid N} \delta r_\delta \right).
\]

**Proposition 6.4.** Suppose \( N \) is squarefree. Then the eta quotient from the last proposition is a cusp form if and only if

\[
\sum_{\delta \mid N} \frac{(\delta, c)}{(\delta, c')} r_\delta > 0
\]

for all \( c \mid N \).

**Proof.** Let \( a/c \in \mathbb{Q} \cup \{\infty\} \) be a cusp, and let \( c' = N/(N, c) \). We can suppose that \( c > 0 \) because every cusp of \( \Gamma_1(N) \) is equivalent to one with \( c > 0 \). We choose \( b \) and \( d \) such that the matrix \( M_{a/c} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) is in \( \text{SL}_2(\mathbb{Z}) \) and \( c' \mid d \). We want to apply Proposition 6.2 to compute \( \eta_{\delta}(M_{a/c}\tau) \) and note that we can choose \( r = (c, \delta) \), \( t = (c', \delta) \), and \( s = 0 \). Therefore

\[
\eta_{\delta}(M_{a/c}\tau) = \lambda \sqrt{ct + d} \eta \left( \frac{(\delta, c)}{(\delta, c')} \tau \right)
\]
for some nonzero complex number \( \lambda \). It follows that the smallest power of \( q \) occurring in the Fourier expansion of

\[
\prod_{\delta \mid N} \eta(\delta \tau)^{r_{\delta}}|k\mathcal{M}_{a/c}
\]

is

\[
\frac{1}{24} \sum_{\delta \mid N} (\delta, c) r_{\delta},
\]

so the eta quotient vanishes at the cusp \( a/c \) if and only if the sum is positive. Since \( (\delta, c) \) and \( (\delta, c') \) depend only on \( (c, N) \), it suffices to consider those \( c \) that divide \( N \).

\[
\square
\]

7. Strongly reflective automorphic forms of singular weight

Theorem 1.1 states that there are only finitely many even lattices \( L \) of squarefree level \( N \) that split \( II_{1,1} \oplus II_{1,1}(N) \) and carry a nonconstant reflective automorphic form for the discriminant kernel \( \Gamma(L) \), and we have found bounds on the rank \( n+2 \) and the level \( N \) of \( L \) in Section 4. In this section we examine the remaining cases to find all strongly reflective automorphic forms of singular weight \( (n-2)/2 \) for \( \Gamma(L) \).

In the following \( F \) will always be a strongly reflective modular form on an even lattice \( L \) of squarefree level \( N \) that splits \( II_{1,1} \oplus II_{1,1}(N) \), as the study of strongly reflective automorphic forms for \( \Gamma(L) \) can be reduced to the study of such \( F \) by Theorem 4.2 and Proposition 4.3. We let \( D = L'/L \).

Given \( F \) and a divisor \( d \) of \( N \), we let

\[
M_d = \{ \gamma \in D : F_{\gamma} = q^{-1/d} + O(1) \}
\]

and \( c_d = |M_d| \). Note that the elements in \( M_d \) all have order \( d \) and norm \( 1/d \mod 1 \) by Proposition 4.3. These numbers \( c_d \) have to satisfy certain conditions, which we will now derive.

A. The numbers \( c_d \) are obviously integers and satisfy \( 0 \leq c_d \leq N(D_d,1) \). Moreover, since \( -\text{Id} = S^2 \in \text{SL}_2(\mathbb{Z}) \) acts in the Weil representation by sending \( e_{\gamma} \in D \) to \( e(\text{sign}(D)/4)e_{-\gamma} \), the identity

\[
F_{\gamma}(\tau) = F_{\gamma}(-\text{Id} \tau) = (-1)^{1-n/2}e(\text{sign}(D)/4)F_{-\gamma}(\tau) = F_{-\gamma}(\tau)
\]

holds. Consequently all \( c_d \) with \( d > 2 \) are even integers.

B. We let

\[
G = \frac{1}{|\text{Aut}(D)|} \sum_{\sigma \in \text{Aut}(D)} \sigma(F)
\]

be the symmetrization of \( F \). Then \( G \) is semireflective and symmetric. Let \( \gamma \in D \) have order \( d \) and norm \( 1/d \mod 1 \). Then

\[
G_{\gamma} = \tilde{c}_dq^{-1/d} + O(1),
\]

where \( \tilde{c}_d = c_d/N(D_d,1) \). Since \( G \) is symmetric, there exists a weakly holomorphic modular form \( f \) of weight \( 1-n/2 \) and character \( \chi_D \) for \( \Gamma_0(N) \) such that \( G = F_{\Gamma_0(N),f,0} \) (see [Sch15, Corollary 5.5]).
We have seen in the proof of Lemma 4.4 that \( f|_{1-n/2}M_d = O(q^{-1/d'}) \) for \( d \mid N \). We let \( a_d \) be the coefficient of \( f|_{1-n/2}M_d \) at \( q^{-1/d'} \). From the formula

\[
G_\gamma = \sum_{l \mid d'} \xi_l \frac{\sqrt{|D|}}{\sqrt{|D|}} l' g_{l', \gamma, d'}
\]

for the \( \Gamma_0(N) \)-lift (see Section 3), we find that

\[
\hat{c}_d = \xi_d \frac{\sqrt{|D_{d'}|}}{\sqrt{|D|}} da_d,
\]

or equivalently

\[
a_d = \xi_d^{-1} \frac{\sqrt{|D|}}{\sqrt{|D_{d'}|}} \frac{c_{d'}}{d' \cdot N(D_{d'}, 1)}.
\]

Now let \( g \) be a cusp form of weight \( k = 1 + n/2 \) for \( \Gamma_0(N) \) with character \( \chi_D \). Then \( f \cdot g \) is a weakly holomorphic modular form of weight 2 and trivial character for \( \Gamma_0(N) \), so

\[
p = \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} (f \cdot g)|_2M
\]

is a weakly holomorphic modular form of weight 2 for \( \text{SL}_2(\mathbb{Z}) \). Then \( p \) can be identified with a meromorphic differential on the modular curve \( X(1) \). Since \( p \) is weakly holomorphic, this differential is holomorphic at all points except \( \infty \). By the residue theorem its residue at \( \infty \) must vanish. But the residue at \( \infty \) is (up to a nonzero constant) exactly the constant term in the Fourier expansion of the modular form \( p \) at \( \infty \), which is therefore 0. Let \( P \) be the set of cusps for \( \Gamma_0(N) \). Then

\[
p = \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} (f \cdot g)|_{2M} = \sum_{s \in P} \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} (f \cdot g)|_{2M}.
\]

Note that the cusps of \( \Gamma_0(N) \) are of the form \( 1/c \) for \( c \mid N \), and that a set of representatives for the cosets of \( \Gamma_0(N) \) in \( \text{SL}_2(\mathbb{Z}) \) sending \( \infty \) to \( 1/c \) is given by \( M_jT^j \), where \( j = 0, \ldots, t_c - 1 \) and \( t_c = N/(N, c^2) \) (which is equal to \( N/c = c' \) since \( N \) is squarefree) is the width of \( 1/c \). Therefore

\[
p = \sum_{c \mid N} \sum_{j=0}^{t_c-1} (f \cdot g)|_{2M_cT^j}.
\]

To obtain the constant Fourier coefficient of \( p \), we must therefore add the constant Fourier coefficients of the functions \( (f \cdot g)|_{2M_cT^j} \). But the constant coefficient of \( (f \cdot g)|_{2M_cT^j} \) is equal to that of \( (f \cdot g)|_{2M_c} \) for all \( j \), so the constant coefficient of \( p \) is given by

\[
\sum_{c \mid N} t_c \cdot [(f \cdot g)|_{2M_c}](0) = \sum_{c \mid N} c' \sum_{\alpha \in \frac{1}{2c} \mathbb{Z} \setminus \frac{1}{2c} \mathbb{Z} \setminus \{ \alpha \}} \left[ (f|_{1-n/2}M_c)(-\alpha)g|_{1+n/2}M_c(\alpha) \right]
\]

\[
= \sum_{c \mid N} c' \cdot [(f|_{1-n/2}M_c)(-1/c')g|_{1+n/2}M_c](1/c'),
\]
where in the last step we have used the fact that \( f \mid_{1-n/2} M_c = O(q^{-1/c'}) \). Letting \( b_c \) be the coefficient of \( g \mid_{1+n/2} M_c \) at \( q^{1/c'} \), we have thus shown that

\[
0 = \sum_{d \mid N} d' a_d b_d = \sum_{d \mid N} \xi_d^{-1} \frac{\sqrt{|D|}}{\sqrt{|D_d|}} \frac{c_d'}{N(D_d, 1)} b_d.
\]

We have described how to compute the coefficients \( b_d \) for newforms and cusp forms that arise from newforms of lower levels in Section 5. One can always find a basis consisting of such cusp forms, so we can in fact compute all conditions coming from cusp forms.

C. Another condition arises from a vector-valued Eisenstein series and has been described in \([\text{Sch06, Theorem 11.1}]\). In contrast to the other two conditions it uses the fact that \( |F_0|(0) = n - 2 \), which follows from \( \Psi \) having singular weight. In \([\text{Sch06}]\) the modular form \( F \) is required to be symmetric, but this condition is not necessary if one replaces \( c_d N_d \) with \( c_d \) (note that these are two different \( c_d \); the first is the one from \([\text{Sch06}]\), which in our notation would be \( \tilde{c}_d \), while the second one is as defined above). With this adjustment \([\text{Sch06, Theorem 11.1}]\) states that

\[
(7.1) \quad \frac{k}{k-2} B_{k, \psi} L(k, \chi) \frac{1}{N^k} \sum_{c \mid N} \varepsilon_c \frac{c_d}{\sqrt{|m_c| D_c}} \frac{\sqrt{m_c D_c}}{\varepsilon} = 1,
\]

where we use the following notation:

- \( k = 1 + n/2 \),
- \( \chi = \chi_D \),
- \( m \) is the conductor of \( \chi \),
- \( \psi \) is the primitive character of modulus \( m \) that induces \( \chi \),
- \( B_{k, \psi} \) is the generalized Bernoulli number,
- \( L(k, \cdot) \) is the Dirichlet \( L \)-function of the character in the second argument evaluated at \( k \),
- \( m_c = (m, c) \),
- \( \varepsilon_{c,d} = \varepsilon_c \frac{(N^2/|cdm_c|) \psi_c (-c) \psi_c(2) \varepsilon_{b_c}}{\psi(2)} \),
- \( \psi_c, \psi_c' \) are the unique characters of modulus \( c \) and \( c' \) such that \( \psi = \psi_c \psi_c' \),
- \( \varepsilon_c = \prod_{p \mid c/m_c} \varepsilon_p \left( \frac{-1}{p} \right)^{n_p/2} \prod_{p \mid |m_c|} \varepsilon_p \left( \frac{m_c/p}{p} \right)^{(-1)^{(n_p+1)/2}} \)
- \( \varepsilon = \varepsilon_N \),
- \( b_c = \prod_{p \mid c/m_c} (-1) \).

The following proposition can be proved by computing conditions A, B, and C for the finitely many possible lattices from Table 2.

**Proposition 7.1.** Let \( L \) be an even lattice of squarefree level \( N \) and signature \((n,2), n \geq 4\) such that \( L \) splits \( II_{1,1} \oplus II_{1,1}(N) \) and let \( F \) be a strongly reflective
modular form on $D = L'/L$ with $[F_0](0) = n - 2$. If $F$ is symmetric, then it is of the form $F = F_{\Gamma_0(n), f, 0}$ for one of the functions $f$ from Table \[1\].

**Proof.** We give one example, namely the case where $n = 12$ and $N = 3$. In this case $n_3$ must be odd by the formula for the signature of the Jordan components, so $\chi = \chi_D =\left(\frac{1}{3}\right)$. To compute condition B, we observe that the space of cusp forms of weight $k = 1 + n/2 = 7$ and character $\chi$ for $\Gamma_0(3)$ has dimension 1 and is spanned by a newform $g$ with Fourier expansion

$$g(\tau) = q - 27q^3 + 64q^4 + O(q^6).$$

There are two classes of cusps for $\Gamma_0(3)$, namely $1/c$ for $c = 1, 3$. We let

$$M_1 = \begin{pmatrix} 1 & 2 \\ 1 & 3 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 1 & 0 \\ 3 & 1 \end{pmatrix}. $$

Then $M_3 \in \Gamma_0(3)$ and

$$g|_7 M_3(\tau) = g(\tau) = q - 27q^3 + 64q^4 + O(q^6),$$

so the coefficient $b_3 = [g|_7 M_3](1) = 1$. Using Proposition \[5.2\], we find that

$$g|_7 M_1(\tau) = \chi_3(-1)\chi_1^{-1}(3) \cdot 3^{-7/2} g|_7 W_3(\tau/3)$$

$$= -3^{-7/2} g|_7 W_3(\tau/3).$$

By Proposition \[5.1\]

$$g|_7 W_3(\tau) = \lambda \sum_{n=1}^{\infty} a_n^{(3)} q^n,$$

with

$$\lambda = \chi_3(1) \chi_1(3) \chi_3(1) G(\chi_3) 3^{-7/2} \sqrt{3}$$

$$= \sqrt{3} \cdot i \cdot 3^{-7/2} \cdot (-27)$$

$$= -i.$$

It follows that

$$g|_7 M_1(\tau) = 3^{-7/2} \cdot i \sum_{n=1}^{\infty} a_n^{(3)} q^n/3$$

and $b_1 = [g|_7 M_1](1/3) = 3^{-7/2} \cdot i \cdot a_1^{(3)} = 3^{-7/2} i$.

Therefore condition B states that

$$\xi_1^{-1} c_3 \cdot \sqrt{|D|} \cdot N(D_3, 1) \cdot 3^{-7/2} \cdot i + \xi_3^{-1} c_1 = 0,$$

where we have used that $N(D_1, 1) = 1$. Note that $\xi_3 = 1$ and that

$$\xi_1 = e(\text{sign}(D)/8) \left(\frac{-1}{|D|}\right) = e((n - 2)/8) \cdot (-1) = -e(1/4) = -i,$$

so

$$i \cdot c_3 \cdot \sqrt{|D|} \cdot N(D_3, 1) \cdot 3^{-7/2} \cdot i + c_1 = 0,$$

or equivalently

$$c_3 = \frac{3^{7/2} \cdot c_1 \cdot N(D_3, 1)}{\sqrt{|D|}}.$$
To compute condition C, we note that \( \chi = \psi \), so \( m = 3 \) and \( B_{k, \psi} = 98/3 \). Then (7.1) simplifies to

\[
\frac{7}{5} \cdot \frac{3}{98} \left( \varepsilon_{1,1}c_1 \frac{1}{\sqrt{3|D|}} \cdot 3^7 + \varepsilon_{1,3}c_3 \frac{1}{\sqrt{3|D|}} \cdot 3 + \varepsilon_{3,1}c_1 \right) = 1.
\]

To compute the signs \( \varepsilon_{c,d} \), we note that \( \frac{1}{4} \) by the signature formula for the Jordan components. A quick calculation then gives

\[
\varepsilon_{1,1} = \varepsilon_{1,3} = \varepsilon_{3,1} = 1,
\]

and hence

\[
\left(1 + \frac{3^6\sqrt{3}}{\sqrt{|D|}}\right)c_1 + \frac{\sqrt{3}}{\sqrt{|D|}}c_3 = \frac{70}{3}.
\]

By condition A the number \( c_1 \) must be 0 or 1. If it is 0, then conditions B and C obviously have no common solution. Therefore \( c_1 = 1 \), so

\[
c_3 = \frac{37/2 \cdot N(D_3, 1)}{\sqrt{|D|}} = 37/2 \left( \frac{\sqrt{|D|}}{3} + \frac{\sqrt{3}}{3} \right)
\]

by condition B. Inserting this into condition C gives

\[
28 + 756 \frac{\sqrt{3}}{\sqrt{|D|}} = \frac{70}{3},
\]

which has no real solution for \( |D| \). This completes the proof for this case. The other cases are similar. \( \square \)

The result for the nonsymmetric case is the following.

**Proposition 7.2.** Let \( L \) be an even lattice of squarefree level \( N \) and signature \((n,2), n \geq 4 \) such that \( L \) splits \( \Pi_{1,1} \oplus \Pi_{1,1}(N) \), and let \( F \) be a strongly reflective modular form on \( D = L'/L \) with \( \left[ F_0 \right](0) = n - 2 \). If \( F \) is not symmetric, then \( L \) and the numbers \( c_d \) are one of the following.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( N )</th>
<th>( L )</th>
<th>( c_1, c_2, c_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>( \Pi_{10,2}(2_1^{+4}) )</td>
<td>( c_1 = 0, c_2 = 2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{10,2}(2_1^{+6}) )</td>
<td>( c_1 = 0, c_2 = 4 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{10,2}(2_1^{+8}) )</td>
<td>( c_1 = 0, c_2 = 8 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{10,2}(2_1^{10}) )</td>
<td>( c_1 = 0, c_2 = 16 )</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>( \Pi_{8,2}(3_1^{+5}) )</td>
<td>( c_1 = 0, c_3 = 18 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{8,2}(3_1^{+7}) )</td>
<td>( c_1 = 0, c_3 = 54 )</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>( \Pi_{6,2}(3_1^{-4}) )</td>
<td>( c_1 = 0, c_3 = 4 )</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>( \Pi_{6,2}(5_1^{+5}) )</td>
<td>( c_1 = 0, c_5 = 100 )</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>( \Pi_{6,2}(2_1^{-4}3_1^{+4}) )</td>
<td>( c_1 = c_2 = 0, c_3 = 6, c_6 = 60 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{6,2}(2_1^{-4}3_1^{-6}) )</td>
<td>( c_1 = c_2 = 0, c_3 = 18, c_6 = 180 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{6,3}(2_1^{+4}3_1^{-4}) )</td>
<td>( c_1 = 0, c_2 = 2, c_3 = 0, c_6 = 60 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \Pi_{6,2}(2_1^{+7}3_1^{-4}) )</td>
<td>( c_1 = 0, c_2 = 4, c_3 = 0, c_6 = 120 )</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>( \Pi_{4,2}(2_1^{+4}7_1^{-3}) )</td>
<td>( c_1 = 0, c_2 = 2, c_7 = 0, c_{14} = 112 )</td>
</tr>
</tbody>
</table>
Proof: If \( N = 1 \) or \( N \) is prime, then this is part of \([\text{Sch17}, \text{Theorem } 6.27]\). In the other cases conditions A, B, and C give the following list of possibilities:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( N )</th>
<th>( L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>6</td>
<td>( H_{8,2}(2^4 H^3 - 3^3) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{8,2}(2_2^+ H^6 - 3^3) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{8,2}(2_2^+ H^3 - 7^3) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{8,2}(2_2^+ H^6 - 7^3) )</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>( H_{6,2}(2^4 H^4 + 4) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 6) )</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>( H_{6,2}(2^4 H^3 - 4) )</td>
</tr>
</tbody>
</table>
| 4     | 30    | \( H_{4,2}(2^4 H^3 - 3^5 - 3^5) \) | \( c_1 = 0, c_2 = 3, c_3 = 6, c_5 = 20, c_6 = 36, \)
|       |       |                           | \( c_{10} = 90, c_{15} = 0, c_{30} = 360 \) |
| 30    |       | \( H_{4,2}(2^4 H^3 - 3^5 - 3^5) \) | \( c_1 = 1, c_2 = 2, c_3 = 4, c_5 = 10, c_6 = 24, \)
|       |       |                           | \( c_{10} = 80, c_{15} = 120, c_{30} = 720 \) |
|       |       | \( H_{4,2}(2^4 H^3 - 3^5 - 3^5) \) | \( c_1 = 1, c_2 = 3, c_3 = 5, c_6 = 18, \)
|       |       |                           | \( c_{10} = 60, c_{15} = 120, c_{30} = 1080 \) |
For the remaining cases we proceed as follows. Let $\gamma \in D$. Then $F_\gamma$ is a weakly holomorphic modular form of weight $1 - n/2$ and character $\chi_\gamma$ for $\Gamma_1(N)$. If $h$ is a cusp form of weight $k = 1 + n/2$ and character $\overline{\chi}_\gamma$ for $\Gamma_1(N)$, then

$$p = \sum_{M \in \Gamma_1(N) \setminus SL_2(\mathbb{Z})} (F_\gamma|_{1-n/2}M)(h|_{1+n/2}M)$$

is a weakly holomorphic modular form of weight 2 for $SL_2(\mathbb{Z})$, so the constant term in its Fourier expansion at $\infty$ must vanish. We call $p$ the pairing of $F_\gamma$ with $h$. Note that the Fourier expansion of $F_\gamma|_{1-n/2}M$ can be computed using (3.1). For $h$ we will choose eta quotients so that $h|_{1+n/2}M$ can be computed using Propositions 6.1 and 6.2. We can therefore write the constant coefficient $|p|(0)$ of $p$ in terms of the Fourier coefficients of $F$ at negative powers of $q$. Since $|p|(0) = 0$, this gives conditions on these coefficients. To simplify the calculations we note that

$$p = \sum_{s \in P} \sum_{M \in \Gamma_1(N) \setminus SL_2(\mathbb{Z})} (F_\gamma|_{1-n/2}M)(h|_{1+n/2}M)$$

where $P$ is the set of cusps for $\Gamma_1(N)$ and that a set of representatives for the cosets of $\Gamma_1(N)$ in $SL_2(\mathbb{Z})$ mapping $\infty$ to a cusp $a/c$ is given by $\pm M_{a/c}T^j$ where $M_{a/c}$ is any matrix in $SL_2(\mathbb{Z})$ mapping $\infty$ to $a/c$ and $j = 0, \ldots, t_c - 1$ where $t_c = N/(c,N)$ is the width of $a/c$. Therefore the constant coefficient $p[0]$ of $p$ equals the constant coefficient of

$$2 \sum_{s \in P} t_c \cdot (F_\gamma|_{1-n/2}M_{a/c})(h|_{1+n/2}M_{a/c}),$$

so we only need to compute one Fourier expansion of $F_\gamma$ and $h$ for each cusp of $\Gamma_1(N)$.

We give a detailed example of this for $n = 8$ and $N = 6$, while we only sketch the proof for the remaining cases, as they are very similar. If $\gamma \in D$, then we let $a_{\gamma}^d = |M_d \cap \gamma^2|$ and

$$\delta_{\gamma,M_d} = \begin{cases} 1 & \text{if } \gamma \in M_d, \\ 0 & \text{otherwise}. \end{cases}$$

If $\gamma$ has order $d$, then we let $N_{\gamma,d}^{x}$ be the number of elements in $M_e$ that project onto $\gamma$ under the natural projection $D = D_d \oplus D^d \rightarrow D_d$.

- If $n = 8$ and $N = 6$, then we let $\beta \in D$ be an element of order 2 and norm 1/2 mod 1 and let $h_1(\tau) = \eta(\tau)^6\eta(2\tau)^3\eta(3\tau)^2\eta(6\tau)^{-1}$. Then $h_1$ is a cusp form of weight $1 + n/2 = 5$ and character $\overline{\chi}_\beta = \chi_\beta$ by Propositions 6.3 and 6.4. The group $\Gamma_1(6)$ has four classes of cusps, namely $s = 1/6, 1/3, 1/2,$ and $1/1$. We choose the matrices $M_{a/c}$ as follows:

$$M_{1/6} = \begin{pmatrix} 1 & 0 \\ 6 & 1 \end{pmatrix}, \quad M_{1/3} = \begin{pmatrix} 1 & 1 \\ 3 & 4 \end{pmatrix}, \quad M_{1/2} = \begin{pmatrix} 1 & 1 \\ 2 & 3 \end{pmatrix}, \quad M_{1/2} = \begin{pmatrix} 1 & 5 \\ 1 & 6 \end{pmatrix}.$$
Then (3.1) gives

\[
F_\beta|_{-3M_{1/6}} = F_\beta = \delta_{\beta,M_2} q^{-1/2} + O(q^{1/2}),
\]

\[
F_\beta|_{-3M_{1/3}} = \xi(M_{1/3}) \frac{\sqrt{|D_3|}}{\sqrt{|D|}} \sum_{\mu \in D_3} e(-\beta \mu) e(-\beta^2/2) F_{\beta+\mu}
\]

\[
= -\frac{1}{\sqrt{|D_2|}} \sum_{\mu \in D_2} e(\beta \mu) F_\mu
\]

\[
= -\frac{1}{\sqrt{|D_2|}} \left( c_1 q^{-1} + (a_2^2 - (c_2 - a_\beta^2)) q^{-1/2} \right) + O(1)
\]

\[
= -\frac{1}{\sqrt{|D_2|}} \left( c_1 q^{-1} + (2a_\beta^2 - c_2) q^{-1/2} \right) + O(1),
\]

\[
F_\beta|_{-3M_{1/2}} = \xi(M_{1/2}) \frac{\sqrt{|D_2|}}{\sqrt{|D|}} \sum_{\mu \in D_2} e(-\beta \mu) e(-\beta^2/2) F_{\beta+\mu}
\]

\[
= -i \frac{1}{\sqrt{|D_3|}} \sum_{\mu \in \beta + D_3} F_\mu
\]

\[
= -i \frac{1}{\sqrt{|D_3|}} \left( \delta_{\beta,M_2} q^{-1/2} + N_{\beta}^2 q^{-1/6} \right) + O(q^{1/6}),
\]

\[
F_\beta|_{-3M_{1/1}} = \xi(M_{1/1}) \frac{\sqrt{|D_1|}}{\sqrt{|D|}} \sum_{\mu \in D_1} e(-\beta \mu) e(-\beta^2/2) F_{\beta+\mu}
\]

\[
= \frac{1}{\sqrt{|D|}} \sum_{\mu \in D} e(\beta \mu) F_\mu
\]

\[
= \frac{1}{\sqrt{|D|}} \left( c_1 q^{-1} + (2a_\beta^2 - c_2) q^{1/2} + c_3 q^{-1/3} + (2a_\beta^6 - c_6) q^{-1/6} \right)
\]

\[
+ O(1).
\]

The Fourier expansions of \( h_1 \) can be computed using Propositions 6.1 and 6.2 and are given by

\[
h_{1|5M_{1/6}} = h_1 = \eta(\tau)^6 \eta(2\tau)^3 \eta(3\tau)^2 \eta(6\tau)^{-1} = q^{1/2} + O(q^{3/2}),
\]

\[
h_{1|5M_{1/3}} = -\frac{1}{2} \eta(\tau)^6 \eta(\tau/2)^3 \eta(3\tau)^2 \eta(3\tau/2)^{-1} = -\frac{1}{2} q^{1/2} + \frac{3}{2} q + O(q^{3/2}),
\]

\[
h_{1|5M_{1/2}} = -i \frac{\sqrt{3}}{3} \eta(\tau)^6 \eta(2\tau)^3 \eta(\tau/3)^2 \eta(2\tau/3)^{-1}
\]

\[
= -i \frac{\sqrt{3}}{3} \left( q^{1/2} - 2q^{5/6} \right) + O(q^{3/2}),
\]

\[
h_{1|5M_{1/1}} = \frac{\sqrt{3}}{6} \eta(\tau)^6 \eta(\tau/2)^3 \eta(\tau/3)^2 \eta(\tau/6)^{-1}
\]

\[
= \frac{\sqrt{3}}{6} \left( q^{1/3} + q^{1/2} - 2q^{5/6} - 3q \right) + O(q^{4/3}).
\]
Since the constant coefficient of the pairing of $F_\beta$ with $h_1$ vanishes, we must have
\[
0 = \delta_{\beta,M_2} + \epsilon_2 \frac{1}{\sqrt{|D_2|}} (-3c_1 + 2a_\beta^2 - c_2) - \epsilon_2 \frac{\sqrt{3}}{\sqrt{|D_3|}} \delta_{\beta,M_2} - \frac{\sqrt{3}}{\sqrt{|D|}} (-3c_1 + 2a_\beta^2 - c_2 + c_3),
\]
which is equivalent to
\[
a_\beta^2 = \frac{3}{2} c_1 + \frac{1}{2} c_2 - \epsilon_2 \frac{\sqrt{|D_2|}}{2} \delta_{\beta,M_2} - \frac{1}{2} \left(1 - \epsilon_2 \frac{\sqrt{|D_3|}}{\sqrt{3}}\right)^{-1} c_3.
\]
If we choose $\beta \in M_2$, then we obtain $a_\beta^2 = 1$ for all remaining lattices. The function $h_2(\tau) = \eta(\tau)^7 \eta(2\tau)^{-2} \eta(3\tau)^7 \eta(6\tau)^{-2}$ is also a cusp form of weight 5 and character $\chi_\beta$ for $\Gamma_1(6)$. The pairing of $F_\beta$ with $h_2$ can be computed similarly, and one obtains the following condition,
\[
0 = \delta_{\beta,M_2} - \epsilon_2 \frac{8}{\sqrt{|D_2|}} c_1 + \epsilon_2 \frac{1}{3\sqrt{3}\sqrt{|D_3|}} N_{\beta,6}^2 - \epsilon_2 \frac{7}{3\sqrt{|D_3|}} \delta_{\beta,M_2} - \frac{16}{3\sqrt{|D|}} (2a_\beta^2 - c_2) - \frac{8}{\sqrt{|D_2|}} c_1 - \frac{8}{\sqrt{|D_2|}} c_3,
\]
which gives
\[
N_{\beta,6}^2 = \left(7 - \epsilon_2 3\sqrt{3}\sqrt{|D_3|}\right) \delta_{\beta,M_2} + \frac{24}{\sqrt{|D_2|}} \left(\epsilon_2 + \sqrt{3}\sqrt{|D_3|}\right) c_1 + \frac{8}{\sqrt{|D_2|}} c_3 + \frac{16}{\sqrt{|D_2|}} (2a_\beta^2 - c_2).
\]
Letting $\beta \in M_2$ and inserting $a_\beta^2 = 1$ and the other values, we obtain a negative value for $N_{\beta,6}^2$ in the cases where $n_3 = 3$, which is of course impossible. For $L_1 = \text{II}_{8,2}(2^43^37)$ we obtain $N_{\beta,6}^2 = 252$, and for $L_2 = \text{II}_{8,2}(2^63^37)$ we obtain $N_{\beta,6}^2 = 0$. Next we let $\alpha \in D$ be an element of order 6 and norm 1/6 mod 1 and let $h_3(\tau) = \eta(\tau)^3 \eta(2\tau)^4 \eta(3\tau)^3 \eta(6\tau)^{-4}$. Then $h_3$ is a cusp form of weight 5 and character $\chi_\alpha$ for $\Gamma_1(6)$, and we can compute the pairing of $F_\alpha$ with $h_3$ as above and obtain
\[
0 = \delta_{\alpha,M_6} + \epsilon_2 \frac{\sqrt{3}}{\sqrt{|D_3|}} \delta_{\alpha,M_2} - \frac{48\sqrt{3}}{\sqrt{|D|}} c_1 - \frac{8\sqrt{3}}{|D|} (2a_\alpha^2 - c_2) - \frac{2\sqrt{3}}{|D|} \left(\frac{3}{2} a_\alpha^2 - c_3\right).
\]
For both $L_1$ and $L_2$ there exists an $\alpha \in M_6$ with $3\alpha \notin M_2$ because
\[
\sum_{\beta \in M_2} N_{\beta,6}^2 < c_6.
\]
For such an $\alpha$ we can compute $a_\alpha^2$ using (7.2) (note that $a_\alpha^2 = a_{3\alpha}^2$) and obtain
\[
a_\alpha^2 = \frac{3 + c_2}{2}.
\]
Inserting this and the other values into (7.3) shows that
\[ 0 = 1 - \frac{72\sqrt{3}}{|D|^4}, \]
\[ i.e., |D| = 2^6 : 3^5, \] which is not the case. This completes the proof for \( n = 8 \) and \( N = 6. \)

- If \( n = 6 \) and \( N = 6, \) then we can compute the pairing of \( F_2 \) for \( \beta \in D \)
of order 2 and norm 1/2 mod 1 with \( h_1(\tau) = \eta(\tau)^3 \eta(3\tau)^{-3} \eta(6\tau) \) and obtain
\[ 0 = \delta_{\beta,M_2} + \epsilon_2 \frac{12}{\sqrt{|D_2|}} c_1 + \epsilon_2 - 4 \frac{2a^2_\beta - c_2}{\sqrt{|D_2|}} - \epsilon_2 \frac{1}{\sqrt{|D_3|}} N_{\beta}^{2,6} \]
\[ + \epsilon_2 \frac{1}{\sqrt{|D_3|}} \delta_{\beta,M_2} + \frac{12}{\sqrt{|D|}} c_1 + \frac{4}{\sqrt{|D|}} (2a^2_\beta - c_2) - \frac{4}{\sqrt{|D|}} c_3 \]
\[ (7.4) \]
\[ - \epsilon_2 \frac{1}{\sqrt{|D_3|}} N_{\beta}^{2,6} - \frac{4}{\sqrt{|D|}} c_3. \]

We describe how this can be used to show that the case \( L = II_{6,2}(2^{-4}3^{-4}) \)
with \( c_2 = 1 \) cannot occur. Let \( \beta \not\in M_2. \) Then \( a_3^2 = 0 \) or 1. If it is 0, then
\( N_{\beta}^{2,6} = 2, \) which is impossible, so \( a_3^2 = 1. \) In this case \( N_{\beta}^{2,6} = 14. \) There
are \( N(D_2,1) - c_2 = 9 \) such elements \( \beta. \) Therefore \( c_6 \geq 9 \cdot 14, \) which is a
contradiction. With a similar argument one can eliminate the other cases, except those stated in the proposition and the case \( L = II_{6,2}(2^{-6}3^{-4}) \) with \( c_2 = 5. \) In this case we let \( \beta \in M_2. \) Then (7.4) gives
\[ N_{\beta}^{2,6} = 10a^2_\beta - 18. \]

We then pair \( F_\beta \) with \( h_2 = \eta(\tau)^4 \eta(2\tau)^{-2} \eta(6\tau)^6, \) which gives
\[ 0 = \epsilon_2 \frac{1}{\sqrt{|D_2|}} c_1 + \epsilon_2 \frac{1}{2\sqrt{|D_2|}} (2a^2_\beta - c_2) - \epsilon_2 \frac{1}{9\sqrt{|D_3|}} N_{\beta}^{2,6} \]
\[ + \frac{1}{18\sqrt{|D|}} (2a^6_\beta - c_6) + \frac{1}{\sqrt{|D|}} c_1 + \frac{1}{2\sqrt{|D_2|}} (2a^2_\beta - c_2) - \frac{1}{3\sqrt{|D|}} c_3 \]
\[ (7.5) \]
\[ - \epsilon_2 \frac{1}{\sqrt{|D_3|}} N_{\beta}^{2,6} + \frac{1}{18\sqrt{|D|}} (2a^6_\beta - c_6) - \frac{1}{3\sqrt{|D|}} c_3. \]

In our case this simplifies to
\[ 180a^2_\beta - 16N_{\beta}^{2,6} + 2a^6_\beta = 552. \]

Using the fact that \( N_{\beta}^{2,6} = 10a^2_\beta - 18, \) this gives
\[ 10a^2_\beta + a^6_\beta = 132, \]
which is impossible because \( a_3^2 \leq c_2 = 5 \) and \( a^6_\beta \leq c_6 = 66. \)
• For $n = 6$ and $N = 10$ we let $\beta \in D$ have order 2 and norm $1/2$ mod 1, and we compute the pairing of $F_\beta$ with $h(\tau) = \eta(\tau)\eta(5\tau)$. This gives

$$0 = \left(2 - \epsilon_2 \frac{2\sqrt{5}}{\sqrt{|D_2|}}\right) \delta_{\beta,M_2} + \left(\frac{4\sqrt{5}}{\sqrt{|D|}} - \epsilon_2 \frac{4}{\sqrt{|D_2|}}\right) (2a_\beta^2 - c_2),$$

which gives

$$a_\beta^2 = \epsilon_2 \frac{4}{\sqrt{|D_2|}} \delta_{\beta,M_2} + \frac{1}{2} c_2.$$

In the cases we are considering $c_2 \neq N(D_2, 1)$, so we can choose $\beta \notin M_2$. Then $a_\beta^2 = c_2/2$, so $c_2$ must be even, giving a contradiction.

• For $n = 4$ and $N = 6$ the only possible lattice is $L = \Pi_{4,2}(2^{-4}3^{-3})$. We let $\beta \in D$ have order 2 and norm $1/2$ mod 1 and pair $F_\beta$ with $h_1(\tau) = \eta(\tau)^3\eta(3\tau)^3$ to obtain

$$(7.6) \quad 0 = \frac{4}{3} \delta_{\beta,M_2} + \frac{4}{3} a_\beta^2 - \frac{2}{3} c_2 - \frac{1}{9} N_{2,6}^\beta - \frac{1}{9} a_\beta^6 + \frac{1}{18} c_6.$$ 

If $c_2 = 1$, then $c_6 = 0$, and therefore $a_\beta^6$ and $N_{2,6}^\beta$ are also 0. Then

$$a_\beta^3 = \frac{1}{2} - \delta_{\beta,M_2} \notin \mathbb{Z},$$

which is not possible. Therefore $c_2 = \delta_{\beta,M_2} = a_\beta^2 = 0$.

- If $c_3 = c_6 = 4$, then

$$N_{2,6}^\beta = \frac{1}{2} c_6 - a_\beta^6 = 2 - a_\beta^6,$$

by (7.6). Then $N_{2,6}^\beta \leq 1$ because $N_{2,6}^\beta \leq a_\beta^6$. But $N_{2,6}^\beta$ must be even because if $\alpha \in M_6$ projects onto $\beta$, then so does $-\alpha$, which must also be in $M_6$ because $F_\alpha = F_{-\alpha}$. Therefore $N_{2,6}^\beta = 0$. Since this holds for any $\beta \in D$ of order 2 and norm $1/2$ mod 1, it follows that $c_6 = 0$, which is a contradiction.

- If $c_3 = 2$ and $c_6 = 8$, then we let $\gamma \in M_3$. Then $M_3 = \{ \pm \gamma \}$, so $\gamma \cap M_3 = \emptyset$, i.e., $a_\gamma^6 = 0$. Computing the pairing of $F_\gamma$ with $h_2(\tau) = \eta(\tau)^2\eta(2\tau)^3\eta(3\tau)^3\eta(6\tau)^{-1}$ yields

$$0 = \frac{5}{4} \delta_{\gamma,M_3} - \frac{5}{8} a_\gamma^6 + \frac{5}{24} c_3 - \frac{1}{8} a_\gamma^6 + \frac{1}{24} c_6$$

$$= 2 - \frac{1}{8} a_\gamma^6,$$

i.e., $a_\gamma^6 = 16$, which is impossible because $a_\gamma^6$ cannot be larger than $c_6$.

- If $c_3 = 0$ and $c_6 = 12$, then (7.6) gives

$$N_{2,6}^\beta = \frac{1}{2} c_6 - a_\beta^6 = 6 - a_\beta^6.$$

As $N_{2,6}^\beta \leq a_\beta^6$ and even, it must be 0 or 2. It follows that there are six elements $\beta_1, \ldots, \beta_6 \in D$ of order 2 and norm $1/2$ mod 1 with $N_{2,6}^{\beta_i} = 2$ and $a_{\beta_i}^6 = 4$. Hence, each of the $\beta_i$ is orthogonal to itself and exactly one of the others. Next we let $\alpha \in D$ have
order 6 and norm 1/6 mod 1. Computing the pairing of $F_\alpha$ with $h_3(\tau) = \eta(\tau)^{10}/\eta(2\tau)^{-3}/\eta(3\tau)^{-2}/\eta(6\tau)$ gives

$$0 = \delta_{\alpha,M_6} + \frac{3}{2} N_{3\alpha}^+ - 1 - 2M_{4\alpha}^+ + N_{4\alpha}^{3,6},$$

where $N_{3\alpha}^+$ is the number of elements in $M_6 \cap (4\alpha)^\perp$ that project onto $3\alpha$ under the natural projection $D = D_2 \oplus D_3 \rightarrow D_2$ and $M_{4\alpha}^+$ is the number of elements in $M_6 \cap (3\alpha)^\perp$ that project onto $4\alpha$ under $D = D_2 \oplus D_3 \rightarrow D_3$.

Suppose that there is an element $\delta \in D$ of order 3 and norm 2/3 mod 1 such that $\delta + \beta \notin M_6$ for all $\beta \in D$ of order 2 and norm 1/2 mod 1. Then we let $\alpha_1 = \delta + \beta_1$. Then $4\alpha_1 = \delta$, so both $\delta_{\alpha_1,M_6}$ and $N_{4\alpha_1}^{3,6}$ are 0. Then of course $M_{4\alpha_1}^+$ must also be 0, so $N_{3\alpha_1}^+ = 2/3$, which is not an integer and is therefore not possible.

There is therefore no such $\delta$. Since there are $N(D_3,2) = 12 = c_6$ elements of order 3 and norm 2/3 mod 1 in $D$, it follows that for every element $\delta$ of order 3 and norm 2/3 mod 1 there is exactly one $\beta \in D$ of order 2 and norm 1/2 mod 1 with $\beta + \delta \notin M_6$. Now let $\alpha \in M_6$. Then $N_{3\alpha}^+ = 1$, as just explained; i.e., there is exactly one element in $M_6$ which projects onto $4\alpha$ under $D \rightarrow D_3$. This element is of course $\alpha$, which is orthogonal to $3\alpha$, so $M_{4\alpha}^+ = 1$. Then again $N_{3\alpha}^+ = 2/3$, again giving a contradiction. This proves that this case cannot occur.

- If $n = 4$ and $N = 15$, then $L = II_{4,2}(3^{+35})$ and $c_3 = 4$, so there exists a $\gamma \in M_3$. Pairing $F_\gamma$ with $h(\tau) = \eta(3\tau)/\eta(5\tau)^7/\eta(15\tau)^{-2}$ gives

$$0 = \frac{376}{125} - \frac{36}{125}a_3^3 \gamma,$$

which is a contradiction because $a_3^3$ must be an integer.

- For $n = 4$ and $N = 30$ we let $\beta \in D$ have order 2 and norm 1/2 mod 1. Pairing $F_\beta$ with $h(\tau) = \eta(\tau)^3/\eta(2\tau)^{-1}/\eta(5\tau)^2/\eta(6\tau)/\eta(10\tau)/\eta(15\tau)/\eta(30\tau)^{-1}$ gives

$$0 = \left(4 - \epsilon_5 8\sqrt{5}/5\sqrt{|D_5|} + 4\sqrt{15}/5\sqrt{|D_{15}|}\right) \delta_{\beta,M_2}$$

$$- \left(\frac{8}{\sqrt{|D_2|}} - \epsilon_5 \frac{8\sqrt{3}}{\sqrt{|D_6|}} + \epsilon_5 \frac{8\sqrt{5}}{\sqrt{|D_{10}|}} + \frac{24\sqrt{15}}{5\sqrt{|D|}}\right) e_1 + \frac{16\sqrt{15}}{5\sqrt{|D|}} e_3$$

$$- \frac{4\sqrt{15}}{5\sqrt{|D_{15}|}} N_{\beta}^{2,6} + \frac{4\sqrt{15}}{5\sqrt{|D_{15}|}} N_{\beta}^{2,10} - \left(\epsilon_5 \frac{8\sqrt{5}}{5\sqrt{|D_{10}|}} + \frac{8\sqrt{15}}{5\sqrt{|D|}}\right) e_5$$

$$+ \left(\frac{8\sqrt{15}}{5\sqrt{|D|}} - \epsilon_5 \frac{24\sqrt{5}}{5\sqrt{|D_{10}|}}\right) (2a_3^2 - c_2) - \frac{8\sqrt{15}}{5\sqrt{|D|}} (2a_3^6 - c_6).$$

Suppose that $L = II_{4,2}(2^{1/2}4^{35}\sqrt{3^{+35}})$. Since $c_2 = 3 \neq 0$, we can let $\beta \in M_2$. Then the condition simplifies to

$$a_3^3 = \frac{33}{4} + \frac{1}{8} N_{\beta}^{2,10} - \frac{1}{8} N_{\beta}^{2,6} - \frac{1}{8} a_6^6.$$
Note that $N_{3}^{2,6}$ is at most equal to the number of elements of order 3 and norm $2/3 \mod 1$ in $D$, i.e., $N_{3}^{2,6} \leq N(D_{3}, 2) = 12$ and $a_{\beta}^{5} \leq c_{6} = 36$. Therefore $a_{\beta}^{2} \geq 3$. Since $a_{\beta}^{2} \leq c_{2} = 3$, it follows that $a_{\beta}^{2} = 3$. Since this holds for any $\beta \in M_{2}$, the three elements in $M_{2}$ are pairwise orthogonal. However, one easily checks that it is not possible to choose three pairwise orthogonal elements of order 2 and norm $1/2 \mod 1$ in $2^{7,4}$. Therefore this case cannot occur. A similar argument also works in the other remaining cases.

**Proposition 7.3.** Let $L$ be an even lattice of squarefree level $N$ and signature $(n, 2), n \geq 4$ such that $L$ splits $II_{1,1} \oplus II_{1,1}(N)$, and let $F$ be a strongly reflective modular form on $D = L'/L$ with $[F_{0}](0) = n - 2$. If $F$ is not symmetric, then there exists an isotropic subgroup $H \subset D$ such that $F$ is the lift of a symmetric strongly reflective modular form $F_{H}$ for $D_{H} = H^+/H$, with $[(F_{H})_{0}](0) = n - 2$ on $H$.

**Proof.** We already know that $L$ and the numbers $c_{d}$ are those from the previous proposition. For prime level the claim follows from [Sch17, Theorem 6.27], so we can assume that the level $N$ is 6 or 14.

- Suppose that the level is 6. If $c_{2} > 0$, then $L = II_{6,2}(2^{7}n^{2}3^{-4})$ for $n_{2} = 4$ or $n_{2} = 6$. Let $\beta \in M_{2}$. Using the fact that $c_{1} = c_{3} = 0$ and $c_{2} = 2^{n_{2}/2-1}$, (7.4) gives

$$N_{3}^{2,6} = \frac{80}{2^{n_{2}/2}}a_{\beta}^{2} - 10.$$  

We then pair $F_{\beta}$ with $h_{2}(\tau) = \eta(\tau)^{4}\eta(2\tau)^{-2}\eta(6\tau)^{6}$. The resulting condition was already stated in (7.5). Using the fact that $c_{6} = 30 \cdot 2^{n_{2}/2-1}$, this gives

$$N_{3}^{2,6} = \frac{90}{2^{n_{2}/2}}a_{\beta}^{2} + \frac{1}{2^{n_{2}/2}}a_{\beta}^{6} - 30.$$  

These two conditions together yield

$$N_{3}^{2,6} = 150 - \frac{8}{2^{n_{2}/2}}a_{\beta}^{6} \geq 30$$

because $a_{\beta}^{6} \leq c_{6} = 30 \cdot 2^{n_{2}/2-1}$. As there are only $N(D_{3}, 2) = 30$ elements of order 3 and norm $2/3 \mod 1$, it follows that $N_{3}^{2,6} = 30$ and therefore $a_{\beta}^{2} = c_{2}$ and $a_{\beta}^{6} = c_{6}$; i.e., the elements in $M_{2}$ are pairwise orthogonal and

$$M_{6} = M_{2} + A_{2/3},$$

where $A_{2/3}$ is the set of elements of order 3 and norm $2/3 \mod 1$ in $D$. Next we let $H$ be the set of isotropic elements in $D_{2}$ that are orthogonal to $M_{2}$. Let $\beta \in M_{2}$ and $\mu \in H$. Then $\beta + \mu$ obviously has order 2 and norm $1/2 \mod 1$, but it is also in $M_{2}$; otherwise (7.4) gives $N_{\beta+\mu}^{2,6} = 20$, which is impossible because $M_{6} = M_{2} + A_{2/3}$. So $\beta + \mu \in M_{2}$ and $\beta + H \subset M_{2}$. To show that the other inclusion $M_{6} \subset \beta + H$ is also true, we let $\beta' \in M_{2}$. Then $\beta' - \beta$ is isotropic (because $\beta'$ and $\beta$ are orthogonal) and in $M_{2}^{\perp}$ (because $\beta'$ and $\beta$ are). Hence, $M_{2} = \beta + H$. We show that $H$ is a group. Let $\mu_{1}, \mu_{2} \in H$ and write $\mu_{1} = \beta_{1} - \beta$ and $\mu_{2} = \beta_{2} - \beta$ with $\beta_{1}, \beta_{2} \in H$. Then $\mu_{1} - \mu_{2} = \beta_{1} - \beta_{2}$ is isotropic and orthogonal to $M_{2}$, and hence in $H$. On $D_{H} = H^+/H = 2^{7}3^{-4}$ there is a symmetric strongly reflective modular form $F_{H}$ with $[(F_{H})_{0}](0) = 4$, which can be lifted on $H$. Then the
principal parts of the lift of $F_H$ and $F$ coincide, so $F$ must be the lift of $F_H$.

If $c_3 > 0$, then $L = H_{0,2}(27^{4}3^{c_3})$, where $c_3 = +4$ or $-6$, $c_3 = 2 \cdot 3^{c_3/2 - 1}$, and $c_6 = 20 \cdot 3^{c_3/2 - 1}$. Let $\gamma \in M_3$. Pairing $F_\delta$ with $\eta(\tau)^3$ shows that

\begin{equation}
0 = \delta_{\gamma, M_3} + c_2 \frac{2}{\sqrt{|D_2|}} \delta_{\gamma, M_3} - c_2 \frac{3}{\sqrt{|D_3|}} \left( \frac{3}{2} a_\gamma - \frac{1}{2} c_3 \right) \nonumber
\end{equation}

which in this case yields $a_\gamma^3 = 0$; i.e., no element in $M_3$ is orthogonal to $\gamma$. Next we pair $\gamma$ with $\eta(\tau)^3 \eta(2\tau)^3 \eta(3\tau)^3 \eta(6\tau)^{-3}$. Then

\begin{equation}
0 = \delta_{\gamma, M_3} - c_2 \frac{1}{4\sqrt{|D_2|}} \delta_{\gamma, M_3} - c_2 \frac{9}{\sqrt{|D_3|}} c_1 + \frac{9}{2\sqrt{|D|}} c_1 - \frac{9}{2\sqrt{|D|}} c_2 
\end{equation}

\begin{equation}
- \frac{9}{4\sqrt{|D|}} \left( \frac{3}{2} a_\gamma - \frac{1}{2} c_3 \right) - \frac{3}{4\sqrt{|D|}} \left( \frac{3}{2} a_\gamma - \frac{1}{2} c_3 \right),
\end{equation}

which shows that in our case $a_\gamma^6 = c_6$, i.e., $M_3 \perp M_6$. Next let $\delta \in D$ have order 3 and norm $2/3$ mod 1. Pairing $F_\delta$ with $\eta(\tau)^3 \eta(2\tau)^{-1} \eta(3\tau)^{-3} \eta(6\tau)^3$ shows that

\begin{equation}
0 = \left( c_2 - \frac{1}{\sqrt{|D_2|}} \right) \left( \frac{18}{\sqrt{|D_3|}} c_1 + \frac{3}{\sqrt{|D_3|}} \left( \frac{3}{2} a_\gamma - \frac{1}{2} c_3 \right) \right) 
\end{equation}

\begin{equation}
- \frac{6}{\sqrt{|D|}} N_\delta^3 + \frac{9}{\sqrt{|D|}} c_2.
\end{equation}

If $N_\delta^3 \neq 0$, then $a_\gamma^3 = c_3$ because $M_3 \perp M_6$. In this case (7.8) gives $N_\delta^3 = 10$. This proves that there are $c_6 / 10 = c_3$ elements $\delta$ of order 3 and norm $2/3$ mod 1 with $N_\delta^3 = 10$, while $N_\delta^3 = 0$ for all other $\delta$. We let $H$ be the set of isotropic elements in $D_3 \cap M_3$. Let $\gamma \in M_3$ and $\mu \in H$. Then $\gamma + \mu$ obviously has order 3 and norm $1/3$ mod 1 and $(\gamma + \mu)^{\perp} \cap M_3 = 0$.

Applying (7.7) to $\gamma + \mu$ shows that this is possible only if $\gamma + \mu \in M_3$. Now let $\gamma_1, \gamma_2 \in M_3$. Since these are not orthogonal, exactly one of $\gamma_1 + \gamma_2$ and $\gamma_1 - \gamma_2$ is isotropic. By replacing $\gamma_2$ with $-\gamma_2$ if necessary, we can assume that $\mu = \gamma_1 - \gamma_2$ is isotropic. Pairing $\mu$ with $\eta(\tau)^2 \eta(2\tau)^2 \eta(3\tau)^2 \eta(6\tau)^2$ gives

\begin{equation}
0 = c_2 \frac{1}{\sqrt{|D_3|}} c_1 - c_2 \frac{3}{3\sqrt{|D_3|}} \left( \frac{3}{2} a_\mu - \frac{1}{2} c_3 \right) - \frac{1}{\sqrt{|D|}} c_1 + \frac{1}{2\sqrt{|D_2|}} c_2 
\end{equation}

\begin{equation}
+ \frac{1}{3\sqrt{|D|}} \left( \frac{3}{2} a_\mu - \frac{1}{2} c_3 \right) - \frac{1}{6\sqrt{|D|}} \left( \frac{3}{2} a_\mu - \frac{1}{2} c_6 \right),
\end{equation}

which, using the fact that $\mu \in M_6^\perp$, gives $a_\mu^3 = c_3$, i.e., $\mu \in M_6^\perp$. This proves that $\mu \in H$ and that $M_3 = \pm \gamma + H$ for any $\gamma \in M_3$. Next we show that

$$M_6 = \pm \delta + A_{1/2} + H,$$

where $\delta$ is any element of order 3 and norm $2/3$ mod 1 with $N_\delta^3 = 10$ and $A_{1/2}$ is the set of elements of order 2 and norm $1/2$ mod 1 in $D$. First note that since $|A_{1/2}| = N(D_2, 1) = 10$ and $|H| = c_3/2 = 3^{c_3/2 - 1}$ both
sides have the same size. It therefore suffices to show that the right-hand side is contained in the left. We let $S$ be the set of elements $\delta \in D$ of order 3 and norm $2/3 \mod 1$ with $N^{3,6}_\delta = 10$. Since $|A_{1/2}| = N^{3,6}_\delta$, we have to show only that $\pm \delta + H \subset S$. Let $\mu \in H$. We have seen that $M_3 = \pm \gamma + H$ for $\gamma \in M_3$, so every element in $H$ is the sum of two elements in $M_3$. Since $M_3 \perp M_6$, this shows that $H \subset M_6^\perp$, so in particular $\mu \in M_6^\perp$. Therefore $\mu \delta = 0 \mod 1$ and $\pm \delta + \mu$ has norm $2/3 \mod 1$ for all $\delta \in S$. By definition $\mu$ is also orthogonal to $M_3$, so that $\pm \delta + \mu$ is orthogonal to $M_3$. Then (7.8) gives $N^{3,6}_{\delta + \mu} = 10$, so $\pm \delta + \mu \in S$, which is what we wanted to show. Finally we prove that $H$ is a group. Let $\mu_1, \mu_2 \in H$. Then obviously $\mu_1 - \mu_2 \in M_3^\perp$, so we have to show only that $\mu_1 - \mu_2$ is isotropic. Suppose it is not. Then it has norm $1/3 \mod 1$ or $2/3 \mod 1$. By replacing $\mu_2$ with $-\mu_2$ if necessary, we can assume that $\mu_1 - \mu_2$ has norm $2/3 \mod 1$. Then (7.8) shows that it is in $S$ and therefore not in $M_6^\perp$, which is impossible. Therefore $\mu_1 - \mu_2$ is isotropic and hence in $H$, and $H$ is indeed a group. That $F$ must then be a lift of a symmetric, strongly reflective form on $D_H = H^\perp / H$ can be seen as in the case with $c_2 > 0$.

- If $N = 14$, then $L = \Pi_{4,2}(2^{7/4}r^{-3})$. Let $\beta \in M_2$. Pairing $F_\beta$ with $h_1(\tau) = \eta(\tau)^5\eta(7\tau)$ gives
  \[ 0 = 3 - 6 \frac{1}{\sqrt{|D_2|}} (2a_\beta^2 - c_2) - 3 \frac{\sqrt{7}}{\sqrt{|D_7|}} + 6 \frac{\sqrt{7}}{\sqrt{|D|}} (2a_\beta^2 - c_2), \]
  which in our case gives $a_\beta^2 = 2$; i.e., the two elements in $M_2$ are orthogonal.
  We can also pair $F_\beta$ with $h_2(\tau) = \eta(\tau)^{-2}\eta(2\tau)^7\eta(7\tau)^2\eta(14\tau)^{-1}$, which gives
  \[ 0 = 3 - \frac{3}{4\sqrt{|D_2|}} (2a_\beta^2 - c_2) + \frac{21}{4\sqrt{|D_7|}} + \frac{3\sqrt{7}}{4\sqrt{|D|}} (2a_\beta^2 - c_2), \]
  which in our case gives $a_\beta^4 = 112 = c_{14}$; i.e., $\beta$ is orthogonal to $M_{14}$. Since this holds for both $\beta \in M_2$, we obtain $M_2 \perp M_{14}$. There are exactly 112 elements of order 14 and norm $1/14\mod 1$ in $D$ that are orthogonal to $M_2$, namely those in $M_2 + A_{4/7}$, where $A_{4/7}$ is the set of elements of order 7 and norm $4/7 \mod 1$ in $D$. Let $H = \{0, \beta_1 - \beta_2\}$, where $\beta_1$ and $\beta_2$ are the two elements in $M_2$. Then $M_2 = \beta_1 + H$ and $M_{14} = \beta_1 + H + A_{4/7}$. As in the previous cases, it then follows that $F$ is the lift of the unique symmetric, strongly reflective modular form $F_H$ with $[(F_H)_0](0) = 2$ on $D_H = H^\perp / H$.

We can now prove Theorem 1.2.

Proof of Theorem 1.2 By Theorem 4.2 the function $\Psi$ is the image of some strongly reflective modular form $F$ on $D = L'/L$. If $F$ is symmetric, then the result follows from Proposition 7.4. If $F$ is not symmetric, then Proposition 7.3 shows that $F$ is the lift of a symmetric strongly reflective form $F'$ on some smaller discriminant form $D_H = H^\perp / H$. In all cases $D_H$ can be realised as $N'/N$ for some sublattice $N \subset L$ as described after Theorem 4.2 and $\Psi$ is therefore the theta lift of $F'$.
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